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This study addresses the critical issue of deforestation in Ukraine through automated anal-
ysis of satellite imagery. Deforestation detection is formulated as a semantic segmentation task,
wherein each pixel in a satellite image is classified as either deforested (label 1) or non-deforested
(label 0), encompassing forests, fields, urban areas, and other land covers not identified as de-
forested.

The dataset utilized comprises Sentinel-2 satellite imagery from the Kharkiv region of
Ukraine, annotated for deforestation regions [1]. To enhance model accuracy and general-
ization, the original satellite images were preprocessed by cropping into smaller 224 x224 pixel
tiles. This approach increases the effective dataset size and improves the detection of small
deforested patches, which are often challenging to identify in larger frames.

A baseline was established using a U-Net architecture with a ResNet-50 backbone, inspired
by methodologies from previous research on forest change detection in Ukrainian ecosystems [2].
This model achieved an F1 score of 59.31% on the validation set and 52.65% on the held-out
test set.

Subsequently, the performance of the Segment Anything Model (SAM), a recently proposed
vision foundation model, was investigated. Given SAM’s requirement for a fixed input size of
10241024 pixels, the GSAM approach [3] was employed to allow for variable image sizes and
efficient fine-tuning. This model achieved F1 scores of 58.57% on validation and 53.53% on the
test set. While the validation performance was slightly lower than U-Net, GSAM demonstrated
improved generalization on the test set, likely due to SAM’s superior pretraining.

In parallel;, AdaptFormer [4], a method designed to adapt transformer-based vision models
for downstream tasks with limited labeled data, was utilized to fine-tune SAM. AdaptFormer
incorporates lightweight adapters into frozen vision transformers, enabling efficient fine-tuning.
This combined approach achieved 65.62% F1 on the validation set and 58.20% on the test set,
significantly outperforming previous models.

Table 1: F1 Scores (%) for Validation and Test Sets

Model Validation F1 Test F1
U-Net (ResNet-50) 59.31 52.65
GSAM 58.57 53.53
AdaptFormer 65.62 58.20

The GSAM codebase |5] was adapted for training and evaluation of the GSAM and Adapt-
Former models, facilitating custom dataset loading, patch extraction, and evaluation proce-
dures. The baseline U-Net model was implemented separately. The results underscore the
promise of transformer-based models for environmental monitoring tasks, particularly when
enhanced with adapter tuning strategies like AdaptFormer.
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In conclusion, this study provides a comparative evaluation of multiple deep learning ar-
chitectures for deforestation detection in Ukraine. The findings indicate that employing SAM,
either through GSAM or fine-tuned with AdaptFormer, enhances detection performance com-
pared to existing approaches, highlighting the potential of advanced transformer-based models
in environmental monitoring.
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