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In this work, our focus is on the estimation of the regression function in a non-parametric
setting, considering the presence of random left truncation in the target random variable.
Our objective is to compare two estimators: the relative regression estimator, obtained by
minimizing the mean squared relative error, and the estimator obtained by minimizing the mean
squared error. To accomplish this, we conduct a simulation study to assess the performance of
these estimators when the data exhibit dependence under various scenarios.

We aim to estimate the real random variable of interest, Y , based on the observed Rd-valued
random vector of covariates, X, d ≥ 1. One popular approach for estimation is regression
modeling, where we consider the relationship Y = m(X) + ε, with m being the unknown
regression function and ε representing the random error variable.

Traditionally, the regression function m is estimated using the mean squared error as the
loss function. However, this loss function is highly sensitive to outliers. To address this issue, an
alternative approach involves utilizing a loss function based on the squared relative error. This
technique, which has been employed in regression analysis, proves beneficial when analyzing
data with positive responses, such as lifetimes (the focus of our work).

Another characteristic of lifetimes is that they are often incompletely observed. Incomplete
data takes various forms, with censorship and truncation being the most common. In this study,
our focus is on left truncated data, where the observation (X, Y ) is affected by an independent
random variable T . All three random quantities, Y , X, and T , are observable only when
Y ≥ T . This model, that originally appeared in astronomy [5], was then applied in such areas
as economics, epidemiology, demographics, actuarial mathematics.

Ould-Säıd and Lemdani [3] built a kernel estimator of the function m(.) which take into
account the truncation effect. The authors constructed a kernel regression function for m(.) by
minimizing the following mean squared loss function

E
[
(Y −m(X))2|X

]
. (1)

However, this kind of loss function is not suitable in some situations, especially when the
data is affected by the presence of outliers. So, to circumvent this constraint, a robust against
outliers approach was proposed to estimate m(.) by minimizing the following mean squared
relative error

E

[(
Y −m(X)

Y

)2 ∣∣∣∣X
]
, Y > 0. (2)

Under the finiteness condition of the first two moments of Y given X, Park and Stefanski [4]
showed that the minimizer for the random function in (2) is expressed by

m(X) =
E[Y −1|X]

E[Y −2|X]
. (3)
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Following the same arguments, we define the kernel estimator of the truncated relative error
regression of m given in (3) and we study its asymptotic properties when the observations are
weakly dependent. Specifically, we are interested in considering the concept of association,
introduced by Esary, Proschan and Walkup [1].

A set of finite family of random variables Y = (Y1, Y2, . . . , YN) is said to be associated if for
every pair of functions h1(.) and h2(.) from RN to R, which are non decreasing componentwise,

Cov(h1(Y ), h2(Y )) ≥ 0

whenever this covariance exists. Hamrani and Guessoum [2] have considered the classical kernel
regression estimation under association condition, for which they established the strong uniform
convergence with a rate.

We conduct a simulation study to assess the performance of these estimators when the
observations are associated. This study will show and compare the behavior of two estimators
for :

• different percentages of truncation;

• several observed sample size;

• presence and absence of outliers.
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