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Abstract. In this paper, we investigate new relationships for bilateral series related to
two-parameter mock theta functions, which lead to many identities concerning the bilateral
mock theta functions. In addition, interesting relations between the classical mock theta
functions and the bilateral series are also concluded.
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1 Introduction

Throughout the paper, we adopt the standard g-series notation in [15]. For two complex vari-
ables a and ¢ with |¢| < 1 and n € ZU{oo}, the shifted factorials of a with base ¢ are defined by

o0
‘ (a5 9)oo
(a;q)oo := 1—aq’ and (a;q)n = ————,
3‘1;[0( ) (ag"; @)oo
specifically,
L for n =0,
(@;Q)n :=q (1 —a)(l —aq) - (1—ag"™"), for n > 0,

1/(1 — aqil) (1 — aq*2) e (1 — aq"), for n < 0.
For convenience, we use the shorthand notation

(a1,a2,...,0m;q)n = (a1;q)n(a2;¢)n - - (@m; On,

where m is a positive integer.
The bilateral basic hypergeometric series is defined as follows.

a1,a2,...,0r = (a11a27"'7a7";Q)n n (") ST
rs 1, 2| = E -1 2 z". 1.1
v |:b1’b2"“’bs ! :| (b17b2a"'7bS;Q)n [( ) 1 ] ( )

n=—0oo

The series (1.1) diverges for z = 0 if s < r and converges for |by---bs/ay---a,| < |z] < 1 if
r=Ss.
One of Ramanujan’s famous discoveries is the 171 summation [15, equation (5.2.1)]

(¢:b/a,az,q/az; q)s
(b,q/a,z,b/az;q)ec

where |b/a| < |z| < 1. The 191 summation plays important roles in g-series and mock modular
forms (see [2, 7, 25]).

191 [Z;q,z} = (1.2)
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Taking z +— z/a and then a — oo, b = 0 in (1.2) yields the well-known Jacobi’s triple product
identity j(z;¢q), namely,

J(z9) = (2,9/2,¢;9) 00 = Z (—1)”q(§)z”,

n=—oo

For brevity, we define J,, := j(qm; q3m) = (" ¢")oo-

In his last letter to Hardy, written three months before his death in 1920, Ramanujan [31]
introduced 17 functions which he called “mock theta functions” and assigned them with the
orders three, five, and seven. He did not explain precisely what he meant by a mock theta
function, however, he referred to them as “mock” because they imitated theta functions but
did not fit into the established framework of modular forms. Here what Ramanujan referred
to as “theta” functions corresponds to what we now call weakly holomorphic modular forms.
Ramanujan’s statements were interpreted by Andrews and Hickerson [4] to mean a mock theta
function f(q) is a function defined by a g-series which converges for |¢| < 1 and which satisfies
the following two conditions:

(0) For every root of unity ¢, there is a theta function J¢(q) such that the difference f(q)—9¢(q)
is bounded as ¢ — ( radially.

(1) There is no single theta function which works for all (: i.e., for every theta function 6(q)
there is some root of unity ¢ for which f(q) —9J(q) is unbounded as ¢ — ( radially.

A similar definition was given by Gordon and McIntosh [17, 18], where they also distinguish
between a mock theta function and a “strong” mock theta function. The modern view of
mock theta functions is based on the work of Zwegers [38, 39], who showed that the mock theta
functions are the holomorphic parts of certain weight 1/2 harmonic Maass forms and the order is
related to the conductor of the Nebentypus of these modular objects. And also from Bringmann
and Ono [10, 11], we know that specializations of Appell-Lerch sums give rise to mock theta
functions. The definition of Appell-Lerch sum is given by

m\xr,q,z) = — s
J(z;q) 1—qraz

r=—00

where z,z € C* = C — {0} with neither z nor xz an integral power of g.

During the past decades, the topic in terms of mock theta functions has attracted a lot of
attention and has been studied widely by lots of mathematicians. For example, Andrews and
Hickerson [4] proved eleven identities involving the sixth-order mock theta functions which were
listed in Ramanujan’s lost notebook. Berndt and Chan [8] defined two new sixth-order mock
theta functions and then provided four transformation formulas relating these two mock theta
functions with Ramanujan’s sixth-order mock theta functions. Gordon and McIntosh [16] con-
structed eight eighth-order mock theta functions from the Rogers—Ramanujan type identities.
Moreover, Ramanujan’s lost notebook [31] recorded ten identities, five for each of the two fami-
lies, satisfied by the fifth-order mock theta functions, which have come to be known as the “mock
theta conjectures”. In [3], Andrews and Garvan included that these identities in each family are
equivalent. Hickerson [20] first confirmed these conjectures with the aid of the two-parameter
mock theta function

ga(w,0) = Y —

=0 (2, ¢/ Q)n+1

n%+n

(1.3)
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In [18], Gordon and McIntosh discussed how the mock theta functions with odd order can be
expressed by g3(z,q), and the even-order mock theta functions are related to go(x,q) which is
defined as

[e.9]

Z i) nq(nﬂ)

(*, ¢/ Qnt1

Therefore, the functions g3(z,q) and gs2(z,q) are called universal mock theta functions aptly.
For more detailed introduction to the developments of mock theta functions, we refer the reader
to see [18].

The motivation for the present paper is the observation that many of the mock theta functions
are special cases of one “side” (n > 0 or n < 0) of certain general bilateral series. In [34], Watson
mentioned that the general term of the fifth mock theta function, when written in the following

form
) =3 0
= (=D

exists for negative as well as for positive values of n; and this suggests the study of the complete
series

oo 2

>

X Coon (1.4)

Obviously,

o TL2

>

W (=6:9) +Z ~¢; @)a1q" "2 = fola) + 240 (9).

He said the most curious feature of the complete series, however, is the phenomenon that, when
we take the constituent parts, fo(q) and 2¢(q) respectively, the odd parts of the constituents
of them not only are expressible in terms of theta functions, but the latter is exactly double of
the former.

In this paper, when we extend the defining series of a mock theta function to the complete
series form as above, we have bilateral mock theta functions. We shall adopt the following

notation for brevity: for a mock theta function N(q) := Y 7 a(n,q), its bilateral series is
defined by Ne(q) := > .2 a(n,q). Thus, the bilateral fifth-order mock theta function defined

in (1.4) can be stated as fo.(¢q). We also list the relation in terms of the third-order mock theta
function w(q) and its corresponding bilateral series w.(q) to make the notation more clear,

0 q2n2+2n 0 q2n2+2n o0 "2 o J12
we(g) =) = s T2 (06),6" = wlo) + 5 Ds(9), (1.5)
n=—00 ((Lq >n+1 n=0 (Q7q )TL+1 n=0 2
where
2
DS(Q) = 2 Z 2n

(q,q Jiowar

is the mock theta functions researched by Hikami [22].

There also exist other kinds of bilateral series associated with mock theta functions. For in-
stance, Choi [12] investigated generalizations of classical mock theta functions by adding extra
free parameters. Indeed, he developed the relations between the bilateral basic hypergeometric
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series and mock theta functions. Bajpai et al. [6] and Mortenson [30] presented radial limits re-
sults by using bilateral series of mock theta functions. In [26], Mc Laughlin derived various trans-
formations and summation formulae for some mock theta functions and the corresponding bilat-
eral series. In [23], Hu et al. deduced the Appell-Lerch sums for bilateral series associated with
the third-order mock theta functions. Wei et al. [35, Corollaries 2.1 and 2.2] concluded two iden-
tities of bilateral mock theta functions in view of the transformation lemma from Andrews [1].

Inspired by the aforementioned work, this paper investigates bilateral mock theta functions
from the perspective of bilateral two-parameter mock theta functions. The main results will
be presented in the subsequent section. The remainder of the paper is structured as follows:
Section 3 is devoted to proving our theorems by means of Appell-Lerch sums. Additionally, in
Appendix A, two of our main theorems are supplemented with alternative proofs, more specifi-
cally, Theorem 2.3 is reproven herein via bilateral basic hypergeometric series, while Theorem 2.6
is reproven using a transformation lemma due to Andrews [1]. Moreover, in Appendix B, the
identities contained in the derived corollaries are categorized according to the orders of classical
mock theta functions.

2 Main results

This section presents several relationships pertaining to bilateral two-parameter mock theta
functions, along with a demonstration of how identities involving bilateral mock theta functions
and classical identities may be derived from these relationships. Such as, for the bilateral two-
parameter mock theta functions g3 .(x, ¢), which is the complete form of g3(z, ¢) defined in (1.3),
we have a direct relation:

Theorem 2.1. We have

4.3
J35(x%q% q*)
Let w denote a primitive cube root of 1. Letting (g,2) — (¢,1), (¢,w), (¢°,¢) in (2.1) gives

the following identities associated with the bilateral series in terms of the third-order mock theta
functions w(q), p(q), o(q) and the sixth-order §(q) defined as follows (cf. [17, 18, 31])

> (g; qQ q2n2+2n 0
pla) =) Sl he : Z

n=0 (q3; qﬁ)n-‘rl n:l )
o0 q3n2+3n+1

ﬁ(Q) = nz:% (q’ q2§q3)n+1 .

Corollary 2.2. We have

i (—2q: %) g3.c(2q. ¢*) + j(24;¢%) 93.c(—24,¢°) = (2.1)

3n273n

JfJZ leJf JSJ:?JH J3J42J122
¢ c\™ = 4 ) Cc c\— — 4 "
we(q) + J6 we( Q) J29 pe(q) + J12J4Jg’ pe(—q) Jljg
J2J3 Jg
UC(Q) qJ2J6 /Bc( ) J1J2J3 .

We also establish the relationships for bilateral series associated with two-parameter mock
theta functions involving g3 (.CC, q) and the following (see [25, 28, 29]):

o0 A\ (4. o2 n?
Z K(z,q) ::Z( 1) (QaQ)nq ’

(xq, q/x Qn — (scq2,q2/x;q2)n

2) (n+1)? 0 . n+1

q q - Y, n

/ )) C Sa(ag) = <1+1/x>2(( q;”? .
= (va.q/34?),,, — (2q,9/7:6%),, .,
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The two-parameter mock theta functions also possess combinatorial interpretations. For in-
stance, R(z,q) is a two-variable generating function for the Dyson rank function

_3 Y N,

n=0m=—o00

where N (m,n) denotes the number of partitions of n with rank m [13]. Many striking identities
in terms of classical mock theta functions and bilateral series can be derived subsequently. In
particular, the mock theta functions with different orders are connected. Following are the
related mock theta functions including those mentioned above.

Ramanujan’s four third-order mock theta functions (cf. Ramanujan [31]) are the following:

fa@) = (_‘i,*q) o(q) = (_qqﬂ

n=0 n=0 n
P(q) = ;
= (4%, —
and (cf. Gordon and McIntosh [17])
oo oan242n oo n24n oo ( . 2) 2n2+2n
q q 4q*),,. 14
= S = S g S O
0 (:62)04 = (Faa?) = (),
o0 q6n276n+1 o0 q3n273n

=142 —_—
o) =1+ ,; (¢:4%4%),

Note that w(q), v(q) and p(q) appear in [31], were rediscovered by Watson in [33].
The sixth-order mock theta functions (cf. Andrews and Hickerson [4], Berndt and Chan [8])

are the following:

Yg) =) W, o-(q) = W’

n=0 n=1
> 3n?+3n+1 s . n+1
q (—=¢; 9)2nq
Blq) = Z Wa P(q) = Z fng
n=0 4,974 n+1 n=0 (q; q )n+1
The eighth-order mock theta functions (cf. Gordon and Mclntosh [16]) are the following:
00 (_ L2 n2 00 2 (n+1)2
44%) q 4
UO(Q) = 771’ )
nz:% (—a%q"), nz_;) —¢%4q"),
> ( 4. 4 2n“+2n+1
q* ) q
Vilg) =) )
= (6670,

The second-order mock theta functions (cf. McIntosh [27]) are the following:

i ¢’ i gvtn
n=0 (q q )n+1 7 n=0 (q q )n+1 7
n ) qn2

i_

n=0 QQ)
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We also recall the mock theta function Ra(q) due to Gu and Hao [19]

i (—1)"(¢: %), (1 + q)g™ +2"

R2(Q) = )
= (%%, (-d% %),

which holds the relation with the second-order mock theta function u(q) [19, equation (1.7)],

p(q) + Ra(q) = 2.
We then establish the following identity for the complete series in terms of R(x, ¢) and gs3(z, q).
Theorem 2.3. We have

2 2\ (q =N (2 2:(1—1’)J15
3(2¢:¢°) Re(2,¢%) — (1 =27 ") aj(2307) 93.c (24, ¢") i) (2.2)

Obviously, specializing (2.2) with = 1 and then replacing ¢* by ¢, it is straightforward to
obtain the known result R(1,q) = J%
Besides, we set x = —1, i in (2.2) to get the following results associated with the third-order

mock theta functions w(q), f(q), ¢(q) and v(q).

Corollary 2.4. We have

J2J4 J8.J?
fe(d?) — 4q 364%(—61): 394, (2.3)
2 2
JoJ2 JAT
2 2J8 2 198
(q?) — 207580 (¢2) = . 9.4
¢c(q°) qu,V(q) 7 (2.4)

Note that identity (2.3) is equivalent to [37, equation (9)] and identity (2.4) becomes [24,
Corollary 2.2] by using the facts [6, 26]
J3
9e(q) = ¢(a) + 20(q) = 29(q) = 373,
14

As defined earlier, w is a primitive cube root of unity. It is evident that

3.3 3.6
(—¢*¢*) ) (—¢* %)
(—wq, —q/w; @In = ———+, —wq, —q/Wiq), = T
" (=) ( n (—a:¢?),
These identities still hold when n — oco. Putting x = —w in (2.2) and utilizing the above facts,

we arrive at the following corollary involving the third-order mock theta functions x(q), p(q).
Corollary 2.5. We have

J3J3J2, J2J21

2 — — e
Xc(q ) q lejfjg) pc( Q) J4<]63

(2.5)

Next, we obtain the relation for bilateral series associated with universal mock theta func-
tion g3(, q).

Theorem 2.6. We have

P Jaj(wsq)

= JZj(x;q) Jo (2:6)

2§ (2q; %) 93,0 (. ) + 2 qj (25¢%) 93,0 (24, ¢°)
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Identity (2.6) also implies some interesting identities analogous to (2.3)—(2.5). Here, compar-
ing with the series forms of the third-order mock theta functions f(q), £(q), we first define

0 qn2+n o0 q6n2+6n+1 ( 6)
M(q) =) —————— =gs(-1,9), N(q) =) +———— =4qgs(q,7°).
= (=1, —¢ Qns1 = (0.4%:4%) 44

Note that one can find another representation for M(q) in [32]. Putting (¢,z) — (q,—1),
(%, —4*), (¢*,¢*) in (2.6), the following identities (2.7)—(2.9) related to the bilateral forms of
M(q), N(q), third-order mock theta function w(q), o(g), sixth-order 8(q) are concluded.

Corollary 2.7. We have

JEJ} Jz 82
M, 2 we(—q) =224 _ 144 2.7
(g )+qJ6 wel=0) =275 = 5 7o (2.7)
J1J2J3 Juds  J2JZT
2 2 144 Y6 446 19394
. _ N.(—q) = — , 2.8
¢ oe(q”) N G U ey (28)
J2J. JoJS .
2 23 2J3 2
; Z2°°N.(q) = - == 2.9
B (q ) + le]g (q) lejél Js (2.9)

Moreover, examining (2.3) and (2.7) yields the following result.

Corollary 2.8. We have f.(q) +2M.(q) = 45—2;.
1

Furthermore, the results concerning the bilateral series associated with other two-parameter
mock theta functions are also concluded as follows.

Theorem 2.9. We have

x 1 Jlxg*q?)
— Kel,q) + (1 - xq)Kl,c(an q) = —7 (2.10)
J Tq; 2qJ4j (z; ¢*
Ly(x_ql)Kc(:Z"v Q) + q4.7:1(;q)92,c(_$q’ q2)
_ 2003(wq®)  Jiti(md®)i(—2?¢%qY)
wJij(2%q*qY) 22385 (a%e% qt) i (—2%qt q*)
Jii(2:¢°)i(~easa®)  JPj(-2q;4?)
e - L (2.11)
22 J2j(zq;q%)j(—22q% q ) J3j(x;q)
20035 (2q; ¢%) Sa.c (2%, ¢%) — ¢35 (2°¢% ¢*) 93,0 (20, ¢*)
_xd?j(xg; q?)j(—a? q q ) fUJS’j(ZEQqQ;q“)j(—qu; ?)*
It qt) i (et at) 208 (=a% ¢?) (2a; ¢?)
_ad3j(xq; %) i (2%¢%q )_ (2.12)

2ij(—x2;q2)
Taking x = —1 in (2.10), (2.11) and = 1 in (2.12) yields the following identities (2.13)—
(2.15).
Corollary 2.10. We have

J2
1e(q) + Rac(q) = 4T‘f]2, (2.13)
J3 JS J20 Jp o Jo
8 = 8¢—t: +2—2 L _ o224 2.14
pe(q) + ng, c(q) 1t J§J2J8+J2 5T (2.14)
J5 J17 J J8
160, (¢?) — 4g—2+ =94 2 "2 2.15
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Remark 2.11. Together the following identity due to Zhang and Song [37]

Ji

J20
4B, — 2
7 (9)

1e(q) + 8¢ = ma
with (2.14) yields the following theta series identity:

J30
JIE T

Ji
TP Ty

J20
TS TS

BRI
JE e

8q + 2 +
The above result can be proved by using a MAPLE program [14]. In a similar manner, iden-
tity (2.15) becomes

J3 J?

2 2 _ 4

169.(q°) — 4qﬁwc(q) = —8¢—;.

Finally, we shall establish the following series identities in terms of the third-order mock
theta functions w(q), f(q), ¥(q), o(q), v(q), ¢(q), ¥(q), the eighth-order Up(q), U1(q), Vi(q), the
second-order A(q), B(q), p(q) and the sixth-order v(q), ¢—(q), 5(q), ®(q). Different from the
above, they are the relations between the classical mock theta functions and the bilateral mock
theta functions.

Theorem 2.12. We have

2% 0(0) = qunla). (2.16)
? 4
ﬁjzv@ —3qoc(q) = J;;Iz (2.17)
Bulo) ~ 0 (0) = a5, 218)
Jﬁf (¢?) +4Ac(—q) = jg (2.19)
ﬁs (°) + 2U1.e(~q) = J‘i (2.20)
te(q) — 4qﬁw(—Q) = 251 (2.21)
Uo,e(—q) — 2Qﬁ§iV(q2) = Jﬂ; (2.22)
quszc(q) + 4q£w(q) = 2J13%0J88 + 8¢ Jgié - 2%{}11;, (2.23)
W)~ o) = o+ 20— 24

Remark 2.13. By means of (1.5), one sees that identity (2.16) is equivalent to [22, equa-
tion (16)]. The difference between (2.14) and (2.21) yields (2.23).

3 Proofs of the main results

In this section, we shall give the concise proofs of Theorems 2.1, 2.3, 2.6, 2.9, and 2.12 by using
Appel-Lerch sums. First, we need some basic relations from [30, equations (4.1), (3.1), (5.12),
(5.5), (5.18), (6.10)].
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Proposition 3.1. We have

a9s.c(2zq,q%) = —Wm(w27q2,Q/$), (3.1)
Rete,q) = (1= 225D n(a2,g,1/2), 32)
25t = =G o ) - S S ey 09
and
-1/t = L g )) - o
T Kelw,0) = —Wgz (zg,4%) + % (3.5)
4 4 (.
"7 (f?;qz) - QxJZj(—ef;;szQQ;qQ)’ &6
where

g3(2,q) = =2~ 'm(¢*/a%, ¢, 2®) — 27*m(q/2”, %, 2?).
We now ready to prove our theorems.

Proof of Theorem 2.1. We first recall the relation follows from [21, equation (3.7)] (or see [9,
Chapter 8] and [38])

20J35(2/ 205 9)§ (22205 q)

» 4, - 4, - . s . . 3.7
m{e,2) = m(z, 4, ) J(20;0)J (23 9)J (2205 9)§ (725 q) (3.7)
In view of (3.1) and (3.7), we find that
i(—2q;4%) g3.c(2q,¢*) + 5 (2¢; ¢*) 93,0 (—24, ¢*)
_ wj(re?)i(—rad?) o, Ve AR
- qJQ (m(x »q ,Q/l') m(a: yq Q/x)) *Wa
which equals to (2.1). [

Proof of Theorem 2.3. Combining (3.1) and (3.2), we have
(¢/2,2¢;¢%) _Re(2,4%) — (12, 2:¢) _ag3.c(2q, ¢*)
. x; 2
= (q/z,2q;¢%) (1 - x)wm($2, ¢, 1/x)
: .2
+ (1/$7w;q2)wwm(z2,q2,q/w)
2
= (1 —a)(q/z, 25 q)oom (2%, ¢*, 1/2) + x(1/2, 25 q)oom (2, ¢%, 1/ )
(1/2,%;9)00 I3 (4:4%) 7 (4 4°)
i(1/z;4%) i (a/x;4%) i (xq; ¢%) (x: ¢?)
_ (3 ) ()
(¢/7,2q; @)oo
where the second identity follows from (3.7). This proves (2.2). [

)



10 C. Wang

Proof of Theorem 2.6. By (3.1) and [21, (3.2¢)], m(qz,q,2) = 1 —axm(z, ¢, z), and we have

2j(2q;¢%) ge (2. %) + 2 qj (25 ¢%) 9 (2q, ¢°)

- W(m(w2,q2,q2/w) —1=m(* ¢’ q/)). (3:8)

We further employ (3.7) to obtain

Jo

2 2 2 2 2 1

ma:,q,q/a: —mfc,q,q/x — Ta2., o

( )=l )= Tjia?

Inserting the above result into (3.8), we get (2.6). [ |

Proof of Theorem 2.9. We use (3.4) as well as (3.5) to obtain (2.10). Similarly, we em-
ploy (3.5) and (3.6) to conclude (2.11).
By (3.7), we have
4, 2)2
B J3j(—zq; ¢%)
. . 2
2735 (—2%q)j (va; ¢%)

Combining (3.1), (3.3) and the above result yields (2.12). [

m(x27 q27 Q/ﬂf) = m(a:Q, q27 _1)

7 m(l,q2, q). In view

Proof of Theorem 2.12. Putting z = 1 in (3.1), we deduce qw.(q) J—li
= —m(l,qz,q). The

of [29, equation (2.12)] So(x,q) = —m(m,qz,q), one sees that 2®(q)
result (2.16) follows readily.
Using (3.1), we obtain

oolq) = 2258

3 J—
= qujﬁm(q,q ,—q). (3.9)

Examining the above equality and [21, equation (5.29)]

J5 Js

_ 3 _

we conclude (2.17). By proceeding as above, identity (2.18) follows from

Belq) = —j;m(% 7*,q), (3.10)

and the fact [21, equation (5.30)]

J6
- _ 3 _ 6
Letting x = —1 in (3.4) gives
J3 J?
2K1,C(_1>q) = 2 (1 _93(_17(]2)) L

J3J2 S 2Jd

Owing to the fact that K; .(—1,¢q) = —Ac(—q), f(¢) =2 — 2¢3(—1, q), we have

J? J?
2 Qf(q2) =

4A(—q) = _ 71
(—q) T 71
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The result (2.19) follows readily. Similarly, we set x =7 in (3.4) to obtain
A
J3i(i5q)

Using the fact that K .(i,q) = —Uic(—q), ¢(q) = (1 — z)(l + igg(i,q)), yields (2.20) by per-
forming further calculations.

j(ig; ¢?)

(1 +1ig3(i,q?))

In a similar manner, taking x = —1 and ¢ in (3.5) and after simplifying, we deduce (2.21)
and (2.22). Replacing ¢ by ¢% and letting z = ¢ in (3.6), we get (2.23). Replacing ¢ by ¢* and
letting = ¢ in (3.6), we have (2.24). [

Remark 3.2. We employ (3.7) to deduce

m(q,q*,—q) = m(q,q¢*, q) +

Together the above equality with (3.9) as well as (3.10) yields the last identity in Corollary 2.2.
On the other hand, letting x = 1 in (3.3), we obtain

3 Jg
49.(q) = *jgm(laq, -1)+ 2T T8 - 4727

Combining the above identity with the following due to Hu et al. [23]

J3
fC(Q) = 4ﬁm(17 q, _1)7
1

we arrive at

J5 J17 JS
0=y

160, 1
(q) + 7

(3.11)
It is evident that the difference between (2.15) and (3.11) yields (2.3).

A  Proofs of Theorems 2.3 and 2.6

In this appendix, we shall reprove Theorem 2.3 by using the bilateral basic hypergeometric series
and reprove Theorem 2.6 based on a transformation lemma due to Andrews [1].

A.1 Second proof of Theorem 2.3

Proof. Recall that the transformation formula due to Bailey [5, equation (2.3)]

a,b (az,d/a,c/b,dq/abz; q) o a,abz/d
; = iq,d/al .
277/}2 |:C,d7q’ Z:| (Z,d, Q/b, Cd/CLbZ,Q)OO ¢2 7 349, /CL
We let (q,a,b,c,d, z) — (q2,a2, b2, abq, —abq, —q2/z) to obtain
a27 b2 2 2

QQ;Z)Q [abq, —abq’q » —q /Z:|

_ (—a*q®/z,—bq/a,aq/b, zq/ab; ¢%) s [ a2, abq/z e _bq/a]

(_(]2/27 _abq’ 612/[)27 2 q2)oo 292 _azqg/z’ abq’ 5 .
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Substituting the above identity into the following result from [24, Theorem 2.3]

a’, b?
(2 4%) o202 qu, B
(a®¢*, 0% q") Z % (2 /ab)"
(02b2q2,q2;q 4/a2 4/b2 )
¢ (@) 3 ¢'"* 4" (2 /ab)*" (A1)
z (a20%¢2,¢% qY) = (a%/a?,¢? /0% qY),)] '

b ;q2> _q2/Z:|

o0 N=—0o0

we find that
(—a?q®/z, —bg/a,aq/b, 2q/ab; ¢*) ’ [ a’abg/z o o
(—qz/z,—abq q2/bQ' 2)00 272 g2 2/z,abq’q’ ?
L AT S
- (a2b2q q2; q o= 4/a2 4/52 )

_ ¢ (%) 3 ¢'"* =4 (2 /ab)*" (A.2)
z (a202¢%, ¢ %) = (6®/a?, % /b3 q4), '

Putting z = 1, a®> = 1/x and b = z in (A.2) gives

(—?/x, —xq,q/x,q;0%) 1/
(-¢2, —q, qQ/x'q"’) v [— ;;fﬂ’qz’_m]

_ (@/w,wq?; q -
(4% ¢*) nz_:oo (zq*, q4/w ),

(1/IE x; q - 4n —4n

Z

U N G

By means of (1.2), we rewrite (A.3) as

(6% ¢%) (d%5dY) . (q2/x7:vq2;q4)ooRc(x’q4) ¢ (1, x;q%)

(/w266 (a%q4)2 ()l

We further replace g2 by ¢ to obtain (2.2). |

2 g3.c(2¢%, ¢*).

Remark A.1. It needs to be pointed out that when z = 1, the left hand side of (A.1) is not
equal to 0, actually, it equals to the corresponding theta series from the perspective of (A.2). In
light of this, we list identity (2.3) as the revised version of [24, Corollary 2.4]. Likewise, one can
discuss the identities in [24, Corollaries 2.6-2.9] and derive the right results as that of (2.3), we
omit the details here.

A.2 Second proof of Theorem 2.6

Proof. Recall the following transformation lemma from Andrews [1]: subject to suitable con-
vergence conditions, if

Cp = Z Gmanbm, (A4)
m=0
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then
o0 (o] [o¢]
)ITD DRI s (15)
m=0 n=-—o0o n=-—o0o
We set
n2
2"q2
an =

m 1 .
= _— and by, = ¢ - (?n’ /@ Q)m
(€ @)n (z42)" (¢, =4 O)m

in (A.4) to get

(n+m)?
> L ity = ™ (a,1/a;q)
tn =) nimbm = o
=0 =0 (& Onm (242) " (4, —q; q)

7;2 i a, 1/a Q)ma?) (cg)™

’I’L

= (&=acq"q)m
2
z"q% { (acg™,cq/a; ¢*) _ + a(acq™, cq" ™ fas ¢?) }
(¢;0)n (1+a)(cg™; q)o
2
z"q%

m { (acqn+1’ cq" /a; qz)oo + a(acq", " /a; QQ)OO}
b [o.¢]

where the penultimate identity follows from the equality [36, Example 8]
i (a,1/a;¢)ng 2"
= (¢%4%),(n

We then employ (1.2) to get

_ (qac,c/a;¢*)  + alac, qc/a; ¢°)

(1+a)(eq)s

i . (4, —2q2, —q% /2;q)
-
n=—-—00 (Ca _C/Zq%;Q)OO

With the aid of (A.5), it follows that

o0

eq" fasq?)

( —2q%,—q%/2;q)

- (a,1/a;q)m (c/zq2)
(—c/za%:q) Z

= (¢, —4; Dm

Decomposing the sum according to the parity of n, and then setting a = z/q2, ¢ = ¢
we are led to

3
272:—1’

(ve*,¢*/7:4%) Z " @i (ed’ ) Z g ton
1 ~|—x/q2 o (z¢?, q2/x q ) 1 —|—x/q% W (2%, ¢%/x;q )
v(2q,¢°/%;¢%) Z n? 2(eg’ g /m?) Z g2n+en
q%(1+m/q%) S (g, q3/x ?), 1+ a/q3

(e}

2
oo

= L)

= (2¢?, ¢t x5 4?),
(z/q>, q?/w q),, (=)™
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Using ¢-Gauss sum [15, Appendix (I1.8)]

> (a’ b; Q)n(c/ab)n B (c/a,c/b; q>oo
nZ:;) (¢,¢9)n "~ (c,¢/ab;q)oo

on the right-hand side of the above identity and simplifying, we have

277 (262, 4% J2;¢%) _Re(w,¢%) — 27 'q(2q, 9/ ¢%) _ge(2q, 4%)

+(29,¢° /7 6%) _Re(2/0,6%) — 47 (2, 8%/ ;%) _ge (2, ¢°)
= (¢7;9)% (0:¢®)°(~2q7, —q? J;q) _.
Utilizing (2.2), the above identity can be rewritten as
e g3 (¢, 2¢%, 12, ¢% ;4%
(zq,q/x;4%)

— a7 'q(zq, q/; q2)oo> 9c(2q,9°)

3 /e 42
n <Q(m/qa$Q7q/$aq /:E’q )oo _q;(x7q2/x’q2)oo> gc(x,q2)

(z,¢%/z;62)
= (¢7;9)% (6:8>)°(~2q7, —q7 J;q)
~ 7 (4002 (% ¢%) (s qQ)iO(QZ;QQ)OO. (4.6)
(xq. q/z:2)2, (x,q%/754%)2
Recall from [21, equation (2.4b)] that
j(—ab; ¢*)j(—qb/a; ¢°) — aj(—qab; ¢°)j(—b/a; ¢°) = j(a; q)j(b; q).

We put (a,b) — (q%, —xq%), (q%, —q%/x), (—q%/w,q%) to derive

L . 1
23 —xq2;
¢ (v,24%, 1 /2,23 4%) = (2a,a/730°) = e q)JJ(Q L q),
2

o1 . 3
2; —Q2 x;
(¢/q,2q, a/x, % w3 ¢%) . — (v,¢%/2;¢%)°. = il q)]§2 z/ q),
2

N[

q

S . 1
2:9)j(—zq2;
273 (2,4 254)° + (2q, q/2:¢%)° = il q)Jé d q)-

Substituting the above three identities into (A.6), we have

B 975 (q%;9)j (—q? /z;q)
(z,¢%/x;42) T3

(@:0%) i (a759)i (~2q7:q)
(z,q/7;9)3 /2

a7 lgj(a%: )i (—2q259)
(zq,q/x;¢%) I3

93.c(vq, ¢%) 93.c(7,¢%)

= (¢7;9)% (6:¢®)°(~2q?, —q? J;q) _ —

The desired result (2.6) follows by the product rearrangements. Thus we complete the proof. W

B Bilateral series of mock theta functions

In this appendix, we present our results regarding bilateral mock theta functions (extracted from
the corollaries) in a tabulated list, categorized by the orders of classical mock theta functions.
Below the corresponding entries, we also list the relations between these bilateral mock theta
functions themselves as well as their relations with classical mock theta functions.
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B.1 Bilateral series of order 2 mock theta functions

00 2 (n+1)2 00 2.2
44°),4q 7%9%),.4
Ac(q) == Z ( )2 5 c(q) = Z ( 2)2
e (66%)41 ne—eo (G601
= (—1)"(g;6%), 4"
pe(q) = nZ_m Ci)
Relations
J3 by J20 JP J1J}0
8 =38 2 1
peld) + 80 75 Bela) = 845575 + NN I T
J3 J2 JQO JS J1J10
8 4g—L R 8¢ —o—4
qJ3 o(a) + a3 w(0) =23y + 80 = 2 e
J? J2 J?
4A.(—q) = =L 4 _
Jgﬂf( ¢*) +4Ac(—q) 7 pe(q) — qJJ w(—q) 7
B.2 Bilateral series of order 3 mock theta functions
0 qn2 o an
fela) = Z Caa?’ de(q) == Z C&Ea)
S n?2 o0 q2n2+2n

we(q) = n;oo my

)

J3 3t
S
Jh T

JoJ3

> n2+n oo ( . 2) 2n2+42n
ve(q) := —, pe(q) =
nz_:oo (@), nz_:oo (4%,
( ) o q6n2—6n+1 ( ) i q3n2—3n
gcq :1+2 — o.(q) = I —
—~ (q,4% 4%, = (=g, —a% ),
Relations
JiJ3 J TS J3J2 1
¢ e(—q) =4 ) c e(—q) =4
we(q) + ng(Q) 79 P(q)+J12J4Jg,0(q)
J2JE J8J2? JoJ2
fe(d®) - 4qf]7$wc(—q) = 394, ¢e(q®) — 2q%vc(qz) =
2 2 4
J3 3 J? J2J2J J?
2 2J3J19 14512 i
c - c\—q) = s 2— @ = c ,
xe(q°) qjlszg,p(Q) 72 (9) = que(q)
JaJ3 Ji
- = _ 3 c —
7, Jﬁ’Y(Q) qoc(q) 2
B.3 Bilateral series of order 6 mock theta functions
2 (—¢:Q)am-1q" o q3n2+3n+1
- c(q) == — Be(q) = s
nzz_oo (¢:4%), nzz_oo (¢.¢%¢%),,.,,
OO n+1
q;4)2nq
2g) = Y, CEUNTT

(@),

n=—oo
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Relations
JoJ3 Ts 2 J3 I g5
c c = , 16@(; —4 c = — ,
g (Q) QJ%JGIB (Q) J1J2J§ (q ) qjlzjfw (Q) J28J88 Jlsjil
J1 Jng

B.4 Bilateral series of order 8 mock theta functions

0 e 2) o n? 00 2 (n+1)2
q;9").49 a;97) .4
Uoelq) = ) Cad) 0" . U= ) ( ) :

n=-—00 (_q4;q4 n n=-—o00 (_q2;q4)n+1
o0 4. 4 2n°+2n+1
(=g d*), q
Vie(q) == >
n:z—oo (q; q2)2n+2
Relations
Ji 2 Jp JoJs . 9 J}
2U1,.(—q) = : Uoe(—q) — 2+ =—,
7, 000) +20e(=a) = 5 0e(=0) =203 T w(0) = 57
s LR Y
2Vic(q) — —=1(—q) = 2 _ )
1el0) = G0 = e T2

B.5 Bilateral series of other mock theta functions

et n2+n et q6n2+6n+1

Mi(q) = Y ( d Ne(q):== Y

= (L= @)ns’ Bl

(DM (6:6?), (L g

R2,C(Q) = Z

= (%), (%),

(4% 45),1

Relations

BRI BB

J26 Wc(_Q) = 722 - 2J3 s
LRI (q) = Juls  JEI3

J3 I3, ¢ JoJia  J3ip
J2J3 RS T
7,72l = Tar —

1J¢ 1Y6 6

Ji J3
4 ; M. (q) = 472
A fe(q) +2M.(q)

M. (QQ) +2q

oc(q?)
Be(d?) +

1ie(q) + Roo(q) = 4
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