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Abstract. In this paper, we endow the family of all closed genus g ≥ 1 surfaces with
a structure of a (co)cyclic object in the category of 3-dimensional cobordisms. As a corollary,
any 3-dimensional TQFT induces a (co)cyclic module, which we compute algebraically for
the Reshetikhin–Turaev TQFT.
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1 Introduction

1.1 Background motivation and the main result

In this paper, we study cyclic objects and their interplay with topological quantum field theories.
A (co)cyclic object in a category is, roughly speaking, a (co)simplicial object with compatible
actions of the cyclic groups. Cyclic homology of algebras was independently introduced by
Connes [12] and Tsygan [46]. To any algebra over a commutative ring k is associated a certain
(co)cyclic k-module, that is, a (co)cyclic object in the category of k-modules. The (co)faces
and the (co)degeneracies of the associated (co)cyclic module are induced respectively by the
multiplication and the unit of the algebra and the (co)cyclic operators are given by cyclic per-
mutations on tensor products. This construction was generalized to the braided setting by
Akrami and Majid [1], who associate a cocyclic k-module to any ribbon algebra in a braided
monoidal category.

Motivated by the Hopf-algebraic study of ribbon string links (which are like framed pure
braids, but they can double back on itself) from [9], the author of the present paper equipped
in [6] the set of isotopy classes of ribbon string links with a structure of a cocyclic set by
setting

δn0 (T ) =

1 n

T

· · ·

· · ·

, δni (T ) = T

1 i i+ 1 n

· · ·

· · ·

· · ·

· · ·

, δnn(T ) = T

1 n

· · ·

· · ·

,

σnj (T ) = T

0

j

j + 1 n+ 1

· · ·

· · ·

· · ·

· · ·

, τn(T ) = T

0 n− 1 n

· · ·

· · ·

,
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and of a cyclic set by defining

dni (T ) = T

0 i n

· · ·

· · ·

· · ·

· · ·

, snj (T ) = T

0 j n

· · ·

· · ·

· · ·

· · ·

, tn(T ) = T

0 1 n

· · ·

· · ·

.

In the latter, the face operator dni is given by deleting the component labeled by i and the
degeneracy operator snj is given by duplicating (along the framing) the component labeled
by j of a given string link. By mimicking the construction of the cocyclic module asso-
ciated to so called ribbon algebras given by Akrami and Majid in [1], one can write the
(co)cyclic module for (co)algebras in a balanced category. In particular, this applies to the
Lyubashenko coend F of a ribbon category B, which is a Hopf algebra object in B and which
features in constructions of quantum invariants of links and 3-manifolds [31]. It is also shown
in [6] that the quantum invariants à la Reshetikhin–Turaev from [9] form a morphism from
the (co)cyclic set from ribbon string links to the (co)cyclic set

{
HomB

(
F⊗n+1,1

)}
n∈N asso-

ciated to the coend F of B (using its underlying (co)algebra structure). In this way, the
(co)cyclic sets of geometric inspiration are initial among (co)cyclic sets derived from ribbon
categories.

On the other hand, compact surfaces are relatively well-understood 2-manifolds which appear
in many areas of mathematics. In particular, closed oriented surfaces are objects of a symmetric
monoidal category of 3-dimensional cobordisms 3Cob0. A morphism between two surfaces is
given by a homeomorphism class of 3-cobordisms between the given surfaces. Introduced by
Atiyah [3], a 3-dimensional topological quantum field theory (or shortly, TQFT) is a strong
symmetric monoidal functor from 3Cob0 to the category of modules over a commutative ring k.
A fundamental construction of a 3-dimensional TQFT in this sense is the Reshetikhin–Turaev
TQFT [43, 47]. Its main algebraic ingredient is a modular category B (see Section 5.5), which
is in particular k-linear, braided (not necessarily symmetric) and semisimple. The k-module
associated to a surface of genus n (often called the state space) is isomorphic to HomB

(
F⊗n,1

)
.

By k-linearity of B, the above-mentioned (co)cyclic set
{
HomB

(
F⊗n+1,1

)}
n∈N forms in fact

a (co)cyclic k-module. The motivating question of this paper was whether there is a (co)cyclic
object in the category of 3-dimensional cobordisms, which is sent by the Reshetikhin–Turaev
functor to the (co)cyclic k-module

{
HomB

(
F⊗n+1,1

)}
n∈N. The main results of this paper (see

Theorems 4.1 and 7.1) answer this question positively. As a main corollary, any 3-dimensional
TQFT induces a (co)cyclic k-module. Also, we discuss some potentially related work in the set-
ting of the category of connected cobordisms 3Cob1, which first appeared in [24] and is different
from the cobordism category used throughout the paper. For instance, it is a non-symmetric
braided category. In this setting, we outline a construction of the so called para(co)cyclic ob-
jects associated to the one-holed torus (see Sections 8.2 and 8.3). By composition, the braided
monoidal functor J3 from [7] induces para(co)cyclic objects associated to the end of unimodular
ribbon factorizable categories.

1.2 Organization of the paper

The paper is organized as follows. In Section 2, we recall the notion of a (co)cyclic object in
a category. In Section 3, we recall some facts about 3-cobordisms and their presentation via spe-
cial ribbon graphs. In Section 4, we construct (co)cyclic objects in the category of 3-dimensional
cobordisms. In Section 5, we review ribbon categories and their graphical calculus, braided Hopf
algebras, and related concepts. Section 6 is dedicated to (co)cyclic modules from categorical
(co)algebras. In Section 7, we relate, via the Reshetikhin–Turaev TQFT, the (co)cyclic ob-
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jects from surfaces with (co)cyclic modules associated to the coend of an anomaly free modular
category. In Section 8, we discuss paracyclic objects in the category of connected cobordisms.

1.3 Notation

Unless otherwise stated, by k we denote any commutative ring. The class of objects in a cate-
gory C is denoted by Ob(C). By N we denote the set of natural numbers including zero and we
put N∗ = N \ {0}.

2 Cyclic objects

In this section, we recall the notions of (co)simplicial and (co)cyclic objects in a category.

2.1 The simplicial category

The simplicial category ∆ is defined as follows. The objects of ∆ are the non-negative integers.
For n ∈ N, denote [n] = {0, . . . , n}. A morphism n → m in ∆ is an increasing map between
sets [n] and [m]. For n ∈ N∗ and 0 ≤ i ≤ n, the i-th coface δni : n−1→ n is the unique increasing
injection from [n − 1] into [n] which misses i. For n ∈ N and 0 ≤ j ≤ n, the j-th codegene-
racy σnj : n+ 1→ n is the unique increasing surjection from [n+ 1] onto [n] which sends both j
and j + 1 to j.

It is well known (see [35, Lemma 5.1]) that morphisms in ∆ are generated by cofaces
{δni }n∈N∗,0≤i≤n and codegeneracies

{
σnj
}
n∈N,0≤j≤n

subject to the simplicial relations:

δn+1
j δni = δn+1

i δnj−1 for all 0 ≤ i < j ≤ n+ 1, (2.1)

σnj σ
n+1
i = σni σ

n+1
j+1 for all 0 ≤ i ≤ j ≤ n, (2.2)

σnj δ
n+1
i =


δni σ

n−1
j−1 for all 0 ≤ i < j ≤ n,

idn for all 0 ≤ i = j ≤ n or 1 ≤ i = j + 1 ≤ n+ 1,

δni−1σ
n−1
j for all 1 ≤ j + 1 < i ≤ n+ 1.

(2.3)

In the opposite category ∆op, every coface δni and every codegeneracy σnj are respectively de-
noted by dni : n→ n− 1 and snj : n→ n+1. The morphisms {dni }n∈N∗,0≤i≤n are called faces and
the morphisms

{
snj
}
n∈N,0≤j≤n

are called degeneracies.

2.2 The cyclic category

The cyclic category ∆C is introduced by Connes in [11]. We will use a more combinatorial
definition from [30, Section 6.1], which is as follows. The objects of ∆C are the non-negative
integers. The morphisms in this category are generated by morphisms {δni }n∈N∗,0≤i≤n, called
cofaces, morphisms

{
σnj
}
n∈N,0≤j≤n

, called codegeneracies, and isomorphisms {τn : n → n}n∈N,
called cocyclic operators, which satisfy the simplicial relations and additionally:

τnδ
n
i = δni−1τn−1 for all 1 ≤ i ≤ n, (2.4)

τnδ
n
0 = δnn for all n ≥ 1, (2.5)

τnσ
n
i = σni−1τn+1 for all 1 ≤ i ≤ n, (2.6)

τnσ
n
0 = σnnτ

2
n+1 for all n ≥ 0, (2.7)

τn+1
n = idn for all n ∈ N. (2.8)

Note that τ0 = id0. In the opposite category ∆Cop, every coface δni , every codegeneracy σnj ,
and every cocyclic operator τn are respectively denoted by dni : n → n − 1, snj : n → n + 1, and
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tn : n → n. The morphisms {dni }n∈N∗,0≤i≤n are called faces, the morphisms
{
snj
}
n∈N,0≤j≤n

are
called degeneracies, and the morphisms {tn}n∈N are called cyclic operators.

2.3 (Co)simplicial and (co)cyclic objects in a category

Let C be any category. A simplicial object in C is a functor ∆op → C and a cyclic object in C is
a functor ∆Cop → C. Dually, a cosimplicial object in C is a functor ∆→ C and a cocyclic object
in C is a functor ∆C → C. A (co)simplicial/(co)cyclic object in the category of k-modules is
called a (co)simplicial/(co)cyclic k-module. A morphism between two (co)simplicial/(co)cyclic
objects is a natural transformation between them. For shortness, one often denotes the image
of a morphism f under a (co)simplicial/(co)cyclic object in C by the same letter f .

Since the categories ∆ and ∆C are defined by generators and relations, a (co)simplicial/(co)-
cyclic object in a category is entirely determined by the images of the generators satisfying the
corresponding relations. For example, a cocyclic object X in C may be explicitly described as
a familyX• = {Xn}n∈N of objects in C, equipped with morphisms

{
δni : X

n−1 → Xn
}
n∈N∗,0≤i≤n,

called cofaces, morphisms
{
σnj : X

n+1 → Xn
}
n∈N,0≤j≤n, called codegeneracies, and isomorphisms

{τn : Xn → Xn}n∈N, called cocyclic operators, which satisfy (2.1)–(2.8). Note that τ0 is the iden-
tity. A morphism α• : X• → Y • between cocyclic objects X• and Y • in C is then described by
a family α• = {αn : Xn → Y n}n∈N of morphisms in C such that

δni α
n−1 = αnδni for all n ∈ N∗ and 0 ≤ i ≤ n, (2.9)

σnj α
n+1 = αnσnj for all n ∈ N and 0 ≤ j ≤ n, (2.10)

αnτn = τnα
n for all n ∈ N. (2.11)

Similarly, a cyclic object X in C may be seen as a family X• = {Xn}n∈N of objects in C
equipped with morphisms {dni : Xn → Xn−1}n∈N∗,0≤i≤n, called faces, morphisms

{
snj : Xn →

Xn+1

}
n∈N,0≤j≤n, called degeneracies, and isomorphisms {tn : Xn → Xn}n∈N, called cyclic opera-

tors, which satisfy the corresponding relations in ∆Cop. Also, a morphism α• : X• → Y• between
two cyclic objects X• and Y• in C is described by a family α• = {αn : Xn → Yn}n∈N of morphisms
in C commuting with faces, degeneracies and cyclic operators of X• and Y•.

2.4 Cyclic duality and reindexing involution automorphism

It is well known that the cyclic category is isomorphic to its opposite category. The isomorphism
established by Connes in [11] is called cyclic duality. In its version due to Loday [30, Proposi-
tion 6.1.11], the cyclic duality L : ∆Cop → ∆C is the identity on objects and it is defined on
morphisms as follows. For n ∈ N∗ and 0 ≤ i ≤ n,

L(dni ) =

{
σn−1
i if 0 ≤ i ≤ n− 1,

σn−1
0 τ−1

n if i = n,

and for n ∈ N and 0 ≤ j ≤ n,

L(snj ) = δn+1
j+1 and L(tn) = τ−1

n .

Given a category C, the cyclic duality transforms any cocyclic object X : ∆C → C in C
into the cyclic object XL : ∆Cop → C. Similarly, the opposite functor Lop turns any cyclic
object Y : ∆Cop → C in C into the cocyclic object Y Lop : ∆C → C. Following Loday [30, Sec-
tion 6.1.14], we also recall the reindexing involution automorphism Φ of the cyclic category. It
is identity on objects and it is defined on morphisms by formulas

Φ(δni ) = δnn−i, Φ(σnj ) = σnn−j , Φ(τn) = τ−1
n .
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3 3-cobordisms

In this section we recall some facts about the category 3Cob0 of 3-dimensional cobordisms (or
shortly, 3-cobordisms) and their surgery presentations via ribbon graphs. We denote by Dn the
closed unit ball in Rn. The n-dimensional sphere is denoted by Sn. All knots considered in this
paper are smoothly embedded. For more details, we suggest some of the standard references on
knot theory, such as [10, 29].

3.1 3-cobordisms

A 3-cobordism is a quadruple (M,h,Σ1,Σ2), where M is a compact oriented 3-manifold, Σ1

and Σ2 are two closed oriented surfaces, and h is an orientation preserving homeomorphism
h : (−Σ1)⊔Σ2 → ∂M . The surface Σ1 is called the bottom base and the surface Σ2 is called the top
base of the cobordismM . Two cobordisms (M,h,Σ1,Σ2) and (M ′, h′,Σ1,Σ2) are homeomorphic,
if there is an orientation preserving homeomorphism g : M → M ′ such that h′ = g|∂Mh. When
clear, we will denote a cobordism (M,h,Σ1,Σ2) only by M .

The composition of two cobordisms (M1, h1,Σ1,Σ2) and (M2, h2,Σ2,Σ3) is the cobordism
(M,h,Σ1,Σ3), where M is obtained by gluing M1 to M2 along h2h

−1
1 : h1(Σ2) → h2(Σ2) and

the homeomorphism h is given by

h = h1|Σ1 ⊔ h2|Σ3 : (−Σ1) ⊔ Σ3 → ∂M.

We say that cobordism M is obtained by gluing cobordisms M1 and M2 along Σ2.

3.2 The category of 3-cobordisms

The category 3Cob0 of 3-cobordisms is defined as follows. The objects are closed oriented
surfaces. A morphism f : Σ1 → Σ2 in 3Cob0 is a homeomorphism class of cobordisms be-
tween Σ1 and Σ2. In 3Cob0, the identity of a closed oriented surface Σ is represented by
identity cobordism (CΣ, e,Σ,Σ), where CΣ = Σ × [0, 1] is a cylinder over Σ together with the
product orientation, and e : (−Σ) ⊔ Σ → ∂CΣ is the homeomorphism with e|−Σ(x, 0) = (x, 0)
and e|Σ(x, 1) = (x, 1). The composition of morphisms Σ1 → Σ2 and Σ2 → Σ3 in 3Cob0, re-
presented respectively by cobordisms M and N , is represented by the cobordism obtained by
gluing cobordisms M and N along Σ2. The category 3Cob0 is symmetric monoidal (see Sec-
tion 5.2). The monoidal product is given by disjoint union and the monoidal unit is the empty
surface. For more details, see [48].

3.3 Surgery presentation of closed 3-manifolds

Let L be an n-component framed link in the 3-sphere S3. Pick a closed tubular neighborhood NL

of L. Since NL is homeomorphic to
⊔n

i=1 S
1 ×D2, the boundary of the 3-manifold S3 \ Int(NL)

is homeomorphic to the disjoint union of n-tori S1 × S1. The Dehn surgery on S3 along L is
the closed manifold

S3
L =

(
S3 \NL

)⋃
ϕ

( n⊔
i=1

D2 × S1

)
,

where ϕ : ∂
(
S3 \ Int(NL)

)
→
⊔n

i=1 S
1 × S1 is a homeomorphism exchanging meridians and paral-

lels. Any connected, oriented, closed 3-manifold M is, according to the Lickorish’s theorem [29,
Section 12], homeomorphic to S3

L for some framed link L ⊂ S3.
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3.4 Ribbon graphs

A circle is a 1-manifold homeomorphic to S1. An arc is a 1-manifold homeomorphic to the closed
interval [0, 1]. The boundary points of an arc are called its endpoints. A rectangle is a 2-manifold
with corners homeomorphic to [0, 1] × [0, 1]. The four corner points of a rectangle split its
boundary into four arcs called the sides. A coupon is an oriented rectangle with a distinguished
side called the bottom base, the opposite side being the top base.

A plexus is a topological space obtained from a disjoint union of a finite number of oriented
circles, oriented arcs, and coupons by gluing some endpoints of the arcs to the bases of the
coupons. It is required that different endpoints of the arcs are never glued to the same point of
a (base of a) coupon. The endpoints of the arcs that are not glued to coupons are called free
ends. The set of free ends of a plexus γ is denoted by ∂γ.

Given non-negative integers g and h, a ribbon (g, h)-graph Γ is a plexus Γ embedded in
R2 × [0, 1] and equipped with a framing such that

∂Γ = Γ ∩ ∂
(
R2 × [0, 1]

)
= {(1, 0, 0), . . . , (g, 0, 0)} ∪ {(1, 0, 1), . . . , (h, 0, 1)}

and such that the arcs of Γ are transverse to ∂
(
R2×[0, 1]

)
at all points of ∂Γ. The free end (i, 0, 0)

is called the i-th input and the free end (j, 0, 1) is called the j-th output of Γ. For example,
ribbon graphs without free ends and without coupons are nothing but framed oriented links
in R2 × (0, 1) ∼= R3.

We represent ribbon graphs by plane diagrams with blackboard framing. We require that for
each coupon, its orientation is that of the plane, its bases are horizontal, and its bottom base is
below its top base. By Reidemeister theorem (see [41]), two diagrams represent isotopic ribbon
graphs if and only if they are related by a finite sequence of plane isotopies, ribbon Reidemeister
moves R1–R3

R1

↔ ↔ ,

R2

↔ ↔ ,

R3

↔ ,

and the following move:

· · ·

· · ·

C ↔ .

· · ·

· · ·

C

3.5 Standard ribbon graphs and surfaces

For g ≥ 0, consider the ribbon graph

G+
g = · · ·

consisting of one coupon and g unknotted untwisted cups oriented from right to left successively
attached to the bottom base of the coupon. We fix a closed regular neighborhoodH+

g ⊂ R2×[0, 1]
of G+

g . This is a handlebody of genus g and is provided with the right-handed orientation.
Consider also the ribbon graph

G−
g = · · ·
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consisting of one coupon and g unknotted untwisted caps oriented from left to right successively
attached to the top base of the coupon. We fix a closed regular neighborhood H−

g ⊂ R2 × [0, 1]
of G−

g . This is a handlebody of genus g and is provided with the right-handed orientation.
We choose the neighborhoods H+

g and H−
g so that the mirror reflection of R3 with respect to

the line R2 ×
{
1
2

}
induces an orientation preserving homeomorphism between −

(
H−

g

)
and H+

g ,
where −

(
H−

g

)
is H−

g with opposite orientation.
The boundary Sg of H+

g is a closed connected oriented surface of genus g called the standard
surface of genus g. The orientation of Sg is induced by that of H+

g . (We use the “outward vector
first” convention for the induced orientation of the boundary.) The above mirror reflection
induces a canonical orientation preserving homeomorphism between ∂

(
H−

g

)
and −Sg.

3.6 Special ribbon graphs and 3-cobordisms

Let g and h be non-negative integers. A special ribbon (g, h)-graph is a ribbon (2g, 2h)-graph Γ
with no coupons such that

� for all 1 ≤ i ≤ g, the (2i − 1)-th and 2i-th inputs of Γ are connected by an arc oriented
from the (2i− 1)-th input to the 2i-th input,

� for all 1 ≤ j ≤ h, the (2j − 1)-th and 2j-th outputs of Γ are connected by an arc oriented
from the 2j-th output to the (2j − 1)-th output.

Any special ribbon (g, h)-graph Γ gives rise to a connected 3-cobordism MΓ between the
standard surfaces Sg and Sh (see Section 3.5), which is defined as follows. Attach coupons

Q− = [0, 2g + 1]× {0} × [−1, 0] and Q+ = [0, 2h+ 1]× {0} × [1, 2]

to the bottom and the top of Γ, respectively. The result is a ribbon graph without free ends Γ̃
in R3 ∼= R2× (0, 1), with two coupons Q±, and with finitely many circle components which form
a framed link L in S3. The arcs connecting the inputs of Γ become caps attached on the top base
of Q−, so there is an embedding f− : G−

g → Γ̃ mapping the coupon of G−
g to Q− and mapping

the caps attached to G−
g to those attached to Q−. Similarly, the arcs connecting the outputs of Γ

become cups attached on the bottom base of Q+, so there is an embedding f+ : G+
h → Γ̃ mapping

the coupon ofG+
h toQ+ and mapping the cups attached toG+

h to those attached toQ+. Consider

a tubular neighborhood NL of L and embeddings f̃− : H−
g → S3 \NL and f̃+ : H+

h → S3 \NL

respectively extending f− and f+. Let S3
L be the Dehn surgery of S3 along L (see Section 3.3).

The manifold

S3
Γ = S3

L \
(
f̃−
(
Int
(
H−

g

))
∪ f̃+

(
Int
(
H+

h

)))
is a connected oriented compact 3-manifold, whose boundary f̃−

(
∂
(
H−

g

))
⊔ f̃+

(
∂
(
H+

h

))
, fol-

lowing Section 3.5, is canonically homeomorphic to (−Sg) ⊔ Sh. This gives rise to a connected
3-cobordism MΓ : Sg → Sh.

For example, by [47, Section IV, Lemma 2.6], the identity cobordism of the standard sur-
face Sg (see Section 3.2) is represented by the following special ribbon (g, g)-graph:

Ig = .· · ·

1 g

(3.1)

The following lemma gives a presentation of the composition of 3-cobordisms between stan-
dard surfaces.
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Lemma 3.1 ([47, Section IV.2.3]). If Γ is a special ribbon (g, h)-graph and Γ′ is a special
ribbon (h, k)-graph, then the composition of 3-cobordisms MΓ : Sg → Sh and MΓ′ : Sh → Sk
is the 3-cobordism MΓ′◦Γ : Sg → Sk, where Γ′ ◦ Γ is the special ribbon (g, k)-graph obtained by
stacking Γ′ over Γ.

We note that the connectedness of top base of MΓ and bottom base of M ′
Γ is here important.

For the general case of 3-cobordisms with non-connected bases, which we do not need in what
will follow, see [47, Section IV.2.8].

3.7 Extended Kirby calculus

Recall from Section 3.3 that any closed oriented 3-manifold can be obtained by surgery of S3

along a framed link. Kirby proved [28] that two framed links represent the same 3-manifold (up
to an orientation preserving homeomorphism) if and only if they are related by a finite sequence
of isotopies and of the Kirby moves K1 and K2. The move K1 consists in adding an unknot
with the framing number (which is the self-linking number) 1 or −1,

L ⊔ ←→ L←→ L ⊔ .

The move K2 consists in sliding a component over another component. More precisely, given
two distinct components Li and Lj of a framed link, this move replaces Li by the connected
sum Li#L

′
j of Li with a copy L′

j of Lj obtained by slightly pushing Lj along its framing. For
example, sliding an unknot with framing number 0 over an unknot with framing number 1 can
be depicted as

Li

Lj −→ .

Li

Lj

Building on [25, Theorem 3 and Section 3.2.4], it follows that special ribbon graphs represent
the same 3-cobordism (up to an orientation preserving homeomorphism) if and only if they
are related by a finite sequence of isotopies and of the following moves: the move K1, the
generalized Kirby move K2′, the move COUPON, and the move TWIST. The move K2′

consists in sliding an arc or circle component of a special ribbon graph over a distinct circle
component. The COUPON move consists in changing the type of a crossing of a component
passing over (or under) all its outputs

R2 × {1}
· · ·

←→

R2 × {1}
· · ·

,

or all its inputs

R2 × {0}
· · ·

←→

R2 × {0}
· · ·

,
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The move TWIST consists in a simultaneous twist of the output components

R2 × {1}
· · ·

· · ·

...

...

←→

R2 × {1}
· · ·

←→

R2 × {1}
· · ·

· · ·

...

...

,

or the input components

R2 × {0}
· · ·

· · ·

...

...

←→

R2 × {0}
· · ·

←→

R2 × {0}
· · ·

· · ·

...

...

.

Note that in [25, Theorem 3] the move COUPON is called τ -move. Also, the κ-move (see [19])
and the Hopf link move in [25] can be replaced by the moves K1 and K2′ chosen here, while
the σ-move in [25] can be omitted, as we work in the category of closed tangles in the sense
of [25, Section 3.2.4].

Remark 3.2. A reviewer of the paper pointed out that the TWIST move is here redundant.
Indeed, the TWIST move follows by an application of COUPON move and the Fenn–Rourke
move (see [19]), which itself follows by application of K1, K2′, and isotopy. We keep it because
it plays a prominent role in the proof of our main result.

4 Cyclic objects from surfaces

The first main result of this paper is that closed oriented surfaces can be organized in a (co)cyclic
object in the category 3Cob0 of 3-dimensional cobordisms:

Theorem 4.1. For g ≥ 1, let Σg be a closed oriented genus g surface. Then the family {Σg}g≥1

has a structure of a cocyclic object X• in 3Cob0 and a structure of a cyclic object X• in 3Cob0.

We construct (co)cyclic objects in 3Cob0 by means of surgery presentation of 3-cobordisms
developed in [43, 47] and reviewed in Section 3. We prove Theorem 4.1 in Sections 4.1–4.3.
First, in Section 4.1 we construct the functor Y • : ∆C → 3Cob0. Next, in Section 4.2, we
construct the functor Y• : ∆C

op → 3Cob0. Cobordisms in both of these constructions have
standard surfaces (see Section 3.5) as bases. Finally, in Section 4.3 we pass from Y • and Y• to
arbitrary X• and X•, as stated in Theorem 4.1.

A 3-dimensional TQFT is a symmetric monoidal functor from 3Cob0 to Modk. By compo-
sition, we have the following.

Corollary 4.2. If Z is a 3-dimensional TQFT, then Z ◦X• is a cocyclic k-module and Z ◦X•
is a cyclic k-module.
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A fundamental construction of a 3-dimensional TQFT is the Reshetikhin–Turaev TQFT
RTB : 3Cob0 → Modk associated to an anomaly free modular category B. We postpone calcu-
lations of RTB ◦X• and RTB ◦X• to Section 7. Some algebraic preparations for it are given in
Sections 5 and 6.

4.1 The construction Y •

Recall the standard surface Sg (see Section 3.5) of genus g. For any n ∈ N, set Y n = Sn+1.
For n ∈ N∗ and 0 ≤ i ≤ n, the faces Y •(δni ) : Sn → Sn+1 are defined as follows. The mor-
phism Y •(δn0 ) : Sn → Sn+1 is the cobordism class presented by the special ribbon graph GY •(δn0 )

:

GY •(δn0 )
=

· · ·
1 n

.

For 1 ≤ i ≤ n−1, the morphism Y •(δni ) : Sn → Sn+1 is defined as the cobordism class presented
by the special ribbon graph GY •(δni )

:

GY •(δni )
=

· · · · · ·
1 i n

.

Finally, the morphism Y •(δnn) : Sn → Sn+1 is defined as the cobordism class presented by the
special ribbon graph GY •(δnn)

:

GY •(δnn)
=

· · ·
1 n

.

For 0 ≤ j ≤ n, the degeneracy Y •(σnj ) : Sn+2 → Sn+1 is the cobordism class presented by the
special ribbon graph GY •(σn

j )
:

GY •(σn
j )

=

· · · · · ·
0 j j + 1 n+ 1

.

The morphism Y •(τ0) : S1 → S1 is the identity map idS1 , which is represented by the special
ribbon graph I1 depicted in (3.1). For n ∈ N∗, the cocyclic operator Y •(τn) : Sn+1 → Sn+1 is
the cobordism class presented by the special ribbon graph GY •(τn):

GY •(τn) =

· · ·
0 1 n

.
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Lemma 4.3. The family Y • = {Sn+1}n∈N, equipped with the cofaces {Y •(δni )}n∈N∗,0≤i≤n, the
codegeneracies {Y •(σnj )}n∈N,0≤j≤n, and the cocyclic operators {Y •(τn)}n∈N is a cocyclic object
in 3Cob0.

To prove Lemma 4.3, we intensively use some well-known consequences of the Kirby calculus
from Section 3.7, which we recollect in the following lemma.

Lemma 4.4. One has the following moves on special ribbon graphs:

(a) ↔ ∅, (b) ↔ , (c) ↔ ,

(d) ↔ , (e) ↔ ,

(f) ↔ ↔ .

A proof of the part (a) of the above lemma is given in [28, Proposition 2]. The other parts can
be deduced from part (a), isotopy and the generalized Kirby move K2′. One can also consult
discussions in [26, Section 3.1].

Proof of Lemma 4.3. In the proof, we shorten the notation by writing δni , σ
n
j , and τn instead

of Y •(δni ), Y
•(σnj ), and Y

•(τn). Let us verify the simplicial relation (2.1). For 1 ≤ i < j ≤ n,
we have

δn+1
j δni

(i)
=

· · · · · · · · ·

· · · · · · · · ·
0 i j − 1 n
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(ii)
=

· · · · · · · · ·

· · · · · · · · ·
0 i j − 1 n

(iii)
=

· · · · · · · · ·

· · · · · · · · ·
0 i j − 1 n

(iv)
=

· · · · · · · · ·

· · · · · · · · ·
0 i j − 1 n

(v)
=

· · · · · · · · ·

· · · · · · · · ·
0 i j − 1 n

(vi)
= δn+1

i δnj−1.

Here (i) and (vi) follow from definitions and Lemma 3.1, (ii) and (v) follow from Lemma 3.1
and the fact that the graph from equation (3.1) represents the identity cobordism, (iii) from
Lemma 4.4 (c), and (iv) by isotopy. The remaining cases are verified in a similar way.
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The relation (2.2) essentially follows from Lemma 4.4, parts (d), (e) and (f). We now verify
the relation (2.3). Suppose that 1 ≤ i = j ≤ n− 1. We have

σni δ
n+1
i

(i)
=

· · · · · ·

· · ·

· · · · · ·
0 i n+ 1

(ii)
=

· · · · · ·

· · ·

· · · · · ·
0 i n+ 1

(iii)
= idSn+1 .

Here (i) follows from definition and Lemma 3.1, (ii) from Lemma 4.4 (c), and (iii) by isotopy,
Lemma 3.1, and presentation of identity cobordism which is given in equation (3.1). The cases
when i = 0 or i = n are proven similarly. The case when 1 ≤ i = j + 1 ≤ n + 1 is verified in
a similar way as the case 0 ≤ i = j ≤ n. The cases when 0 ≤ i < j ≤ n or 1 ≤ j + 1 < i ≤ n+ 1
essentially follow from Lemma 4.4 (c).

It remains to show that relations (2.4), (2.6) and (2.8) hold. Indeed, according to [30, Sec-
tion 6.1.1], these relations imply relations (2.5) and (2.7). Let us verify the relation (2.4). In the
case when n ≥ 3 and 2 ≤ i ≤ n− 1, we have

τnδ
n
i

(i)
=

· · · · · ·

· · ·· · ·

· · · · · ·
1 2 i n

(ii)
=

· · · · · ·

· · ·· · ·

· · · · · ·
1 2 i n
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(iii)
=

· · · · · ·

· · · · · ·

· · · · · ·
1 2 i n

(iv)
= δni−1τn−1.

Here (i) and (iv) follow from definitions and Lemma 3.1, (ii) by isotopy, (iii) follows from
Lemma 4.4 (c) and by isotopy. The remaining cases are proven similarly.

The relation (2.6) essentially follows by applying the parts (b) and (e) of Lemma 4.4. Finally,
we check the relation (2.8) in the case n = 1. We have

τ21
(i)
=

0 1

(ii)
=

0 1

(iii)
=

0 1

(iv)
= idS2 .

Here (i) follows from definition and Lemma 3.1, (ii) follows by the (negative)TWISTmove, (iii)
follows by isotopy, (iv) follows by isotopy, Lemma 3.1, and presentation of the identity cobordism,
as depicted in (3.1). The general case is proven by a similar reasoning. This finishes the proof
of Lemma 4.3. ■

4.2 The construction Y•

Recall the standard surface Sg of genus g from Section 3.5. For n ∈ N, denote Yn = Sn+1.
For n ∈ N∗ and 0 ≤ i ≤ n, the face Y•(d

n
i ) : Sn+1 → Sn is the cobordism class presented by the

special ribbon graph GY•(dni )
:

GY•(dni )
=

· · · · · ·
0 i n

.
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For 0 ≤ j ≤ n, the morphism Y•
(
snj
)
: Sn+1 → Sn+2 is the cobordism class presented by the

special ribbon graph GY•(snj )
:

GY•(snj )
=

· · · · · ·
0 j n

.

The morphism Y•(t0) : S1 → S1 equals the identity map idS1 , which is represented by the
graph I1 depicted in (3.1). For n ∈ N∗, the morphism Y•(tn) : Sn+1 → Sn+1 is the cobordism
class presented by the special ribbon graph GY•(tn):

GY•(tn) =

· · ·
0 n− 1 n

.

The proof of Theorem 4.1 in this case is similar to the proof of its version with X•, which was
detailed in Section 4.1. Namely, we have the following lemma.

Lemma 4.5. The family Y• = {Sn+1}n∈N, equipped with the faces {Y•(dni )}n∈N∗,0≤i≤n, the de-
generacies

{
Y•
(
snj
)}

n∈N,0≤j≤n
, and the cyclic operators {Y•(tn)}n∈N is a cyclic object in 3Cob0.

To prove Lemma 4.5, one uses the following result, which is analogous to Lemma 4.4.

Lemma 4.6. One has the following moves on special ribbon graphs:

(a) ↔ , (b) ↔ ,

(c) ↔ ,

(d) ↔ ↔ .

The proof of all items in Lemma 4.6 follows by Lemma 4.4(a), the generalized Kirby moveK2′

and isotopy.
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4.3 Passing to X• and X•

Let {Σn+1}n≥0 be any family of closed oriented surfaces. For each n, there exists an orientation
preserving homeomorphism fn : Σn+1 → Sn+1. Denote by Cyl(fn) : Σn+1 → Sn+1 the associated
morphism in 3Cob0, given by the quadruple

Cyl(fn) =
(
CSn+1 = Sn+1 × [0, 1], hn : (−Σn+1) ⊔ Sn+1 → ∂

(
CSn+1

)
,Σn+1, Sn+1

)
,

where hn(x) = (fn(x), 0), if x ∈ Σn+1 and hn(x) = (x, 1), if x ∈ Sn+1. It follows from [47,
Section IV.5.1], that the cobordism Cyl(fn) is determined up to isotopy.

We pass from Y • to the cocyclic object X• in 3Cob0 as follows. First, for any n ∈ N,
define Xn = Σn+1. Next, the cofaces {X•(δni ) : Σn → Σn+1}n∈N∗,0≤i≤n, the codegeneracies{
X•(σnj ) : Σn+2 → Σn+1

}
n∈N,0≤j≤n

, and the cocyclic operators {X•(τn) : Σn+1 → Σn+1}n∈N
are defined by formulas

X•(δni ) = (Cyl(fn))
−1Y •(δni )Cyl(fn−1),

X•(σnj ) = (Cyl(fn))
−1Y •(σnj )Cyl(fn+1),

X•(τn) = (Cyl(fn))
−1Y •(τn)Cyl(fn).

It follows from definitions that the family of cylinders {Cyl(fn) : Σn+1 → Sn+1}n∈N is a natural
isomorphism between cocyclic objects X• and Y • in 3Cob0. One similarly passes from Y• to
a cyclic object X• in 3Cob0.

5 Preliminaries on monoidal categories and Hopf algebras

In this section, we recall some algebraic preliminaries on ribbon categories and their graphical
calculus as well as categorical Hopf algebras and related concepts. We will mostly use conventions
and notations of [48].

5.1 Conventions

In what follows, we suppress in our formulas the associativity and unitality constraints of the
monoidal category. This does not lead to ambiguity since by Mac Lane’s coherence theorem [34],
all legitimate ways of inserting these constraints give the same results. We denote by ⊗ and 1

the monoidal product and unit object of a monoidal category. For any objects X1, . . . , Xn of
a monoidal category with n ≥ 2, we set

X1 ⊗X2 ⊗ · · · ⊗Xn = (· · · ((X1 ⊗X2)⊗X3)⊗ · · · ⊗Xn−1)⊗Xn

and similarly for morphisms. A monoidal category is k-linear, if its Hom sets have a structure of
a k-module such that the composition and monoidal product of morphisms are k-bilinear. For
shortness, we often use the term monoidal k-category.

5.2 Braided categories and graphical calculus

In this section, we briefly recall some conventions on braided categories and their graphical
calculus, which were introduced and developed by Joyal and Street in [21, 22, 23]. A braiding
of a monoidal category (B,⊗,1) is a family τ = {τX,Y : X ⊗ Y → Y ⊗X}X,Y ∈Ob(B) of natural
isomorphisms such that τX,Y⊗Z = (idY ⊗τX,Z)(τX,Y ⊗idZ) and τX⊗Y,Z = (τX,Z⊗idY )(idX⊗τY,Z)
hold for all objects X, Y , Z in B. A braided category is a monoidal category endowed with
a braiding. A braiding τ of B is symmetric if for all X,Y ∈ Ob(B), τY,XτX,Y = idX⊗Y .
A symmetric category is a monoidal category endowed with a symmetric braiding. For example,
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the category of left k-modules is symmetric. A twist for a braided monoidal category B (see [45])
is a natural isomorphism θ = {θX : X → X}X∈Ob(B) such that for all X,Y ∈ Ob(B),

θX⊗Y = τY,XτX,Y (θX ⊗ θY ).

By a balanced category, we mean a braided category endowed with a twist. For example, the
family {idX : X → X}X∈Ob(B) is a twist for B if and only if B is symmetric. Also, any ribbon
category (see Section 5.3) has a canonical twist.

In this paper, we intensively use the Penrose graphical calculus, which allows us to avoid
lengthy algebraic computations by using simple topological arguments. The diagrams read from
bottom to top. In a monoidal category B, the diagrams are made of arcs colored by objects of B
and of boxes, colored by morphisms of B. Arcs colored by 1 may be omitted in the pictures.
The identity morphism of an object X, a morphism f : X → Y in B, and its composition with
a morphism g : Y → Z in B are represented respectively as

X

,

X

Y

f ,

X

Z

Y

g

f

.

The tensor product of two morphisms f : X → Y and g : U → V is represented by placing
a picture of f to the left of the picture of g. Any diagram represents a morphism and the
latter depends only on the isotopy class of the diagram representing it. When B is braided with
a braiding τ , we exceptionally depict

τX,Y =

X

XY

Y

and τ−1
X,Y =

Y

YX

X

.

When B is a balanced category θ = {θX : X → X}X∈Ob(B), we depict

θX =

X

and (θX)−1 =

X

.

We warn the reader that this notation should not be confused with notation of a left twist in
a ribbon category (see Section 5.3). We made this choice of notation since any ribbon category
is a particularly important example of a balanced category.

5.3 Pivotal categories and graphical calculus

A pivotal category is a monoidal category C such that to any object X of C is associated a dual
object X∗ ∈ Ob(C) and four morphisms

evX : X∗ ⊗X → 1, coevX : 1→ X ⊗X∗,

ẽvX : X ⊗X∗ → 1, c̃oevX : 1→ X∗ ⊗X,

satisfying several conditions and such that the so called left and right duality functors coincide
as monoidal functors. The latter implies in particular that the dual morphism f∗ : Y ∗ → X∗ of
a morphism f : X → Y in C is computed by

f∗ = (idX∗ ⊗ ẽvY )(idX∗ ⊗ f ⊗ idY ∗)(c̃oevX ⊗ idY ∗)

= (evY ⊗ idX∗)(idY ∗ ⊗ f ⊗ idX∗)(idY ∗ ⊗ coevX).
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The graphical calculus for monoidal categories from Section 5.2 is extended to pivotal cate-
gories by orienting arcs. If an arc colored by X is oriented upwards, the represented object
in source/target of corresponding morphism is X∗. For example, idX , idX∗ , and a morphism
f : X ⊗ Y ∗ ⊗ Z → U ⊗ V ∗ are depicted by

idX =

X

, idX∗ =

X

=

X∗

, f =

X Y Z

U V

f .

The morphisms evX , ẽvX , coevX , and c̃oevX are respectively depicted by

X
,

X
, X , X .

Let B be a braided pivotal category. The left twist of an object X of B is defined by

θlX =

X

= (idX ⊗ ẽvX)(τX,X ⊗ idX∗)(idX ⊗ coevX) : X → X,

while the right twist of X is defined by

θrX =

X

= (evX ⊗ idX)(idX∗ ⊗ τX,X)(c̃oevX ⊗ idX) : X → X.

The left and the right twist are natural isomorphisms with inverses

(
θlX
)−1

=

X

and
(
θrX
)−1

=

X

.

A ribbon category is a braided pivotal category B such that θlX = θrX for all X ∈ Ob(B). In this
case, the family θ =

{
θX = θlX = θrX : X → X

}
X∈Ob(B) is a twist in the sense of Section 5.2 and

is called the twist of B.
Finally, let B be a ribbon category. A ribbon graph Γ (recall Section 3.4) is B-colored if

each arc and circle of Γ is endowed with an object of B and each coupon of Γ is endowed with
a morphism in B from the object determined by its bottom base (as in Section 5.2) to the object
determined by its top base. By [47, Theorem 2.5], any B-colored ribbon graph determines
a morphism in B. The colors of B-colored ribbon graphs are shown on their diagrams. For
example, given objects X,Y, Z, T ∈ Ob(B) and a morphism f : Y ∗ ⊗X → Z in B, the diagram

X Y T

Z

f

represents a B-colored ribbon (3, 2)-graph whose associated morphism in B is

(f ◦ τX,Y ∗)⊗ θT : X ⊗ Y ∗ ⊗ T → Z ⊗ T.
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5.4 Categorical traces and dimensions

Let C be a pivotal category. The left trace trl(f) and the right trace trr(f) of a morphism
f : X → X in C, are respectively defined as

trl(f) = evX(idX∗ ⊗ f)c̃oevX ∈ End(1) and

trr(f) = ẽvX(f ⊗ idX∗)coevX ∈ End(1).

The left dimension diml(X) and the right dimension dimr(X) of an objectX in C are respectively
defined as

diml(X) = trl(idX) and dimr(X) = trr(idX).

A spherical category is a pivotal category C such that left and right trace of any endomorphism
in C coincide. In particular, diml(X) = dimr(X) holds for all X ∈ Ob(C). In a spherical
category, we omit l and r from the notation for trace and dimension. Any ribbon category is
spherical, see [48, Corollary 3.4].

5.5 Modular categories

An object X of a k-linear category C is simple if the k-module EndC(X) is free of rank 1. In that
case, the map k→ EndC(X), k 7→ kidX is an isomorphism of k-algebras. A prefusion k-category
is a monoidal k-linear category C such that there is a set I of simple objects of C satisfying the
following conditions:

(a) For any distinct elements i, j of I, HomC(i, j) = 0.

(b) The unit object 1 of C is an element of I.

(c) Any object of C is a finite direct sum of elements of I.

The set I is called a representative set of simple objects of C. A fusion k-category is a rigid
prefusion k-category such that the set of isomorphism classes of simple objects is finite.

Now let C be a pivotal fusion k-category. We identify k and EndC(1) via the k-linear iso-
morphism k 7→ kid1. Pick a representative set I of simple objects of C. The dimension of the
category C is an element of EndC(1) ∼= k defined by

dim(C) =
∑
i∈I

diml(i) dimr(i).

The dimension of C does not depend on the choice of I since isomorphic objects of C have the
same left/right dimensions. Note that if C is spherical, then

dim(C) =
∑
i∈I

(dim(i))2.

Finally, let C be a ribbon fusion k-category and I a representative set of simple objects of C.
The scalars

∆± =
∑
i∈I

dim(i) tr
(
θ±1
i

)
∈ EndC(1) ∼= k,

where θ is the twist of C, do not depend on the choice of I. The S-matrix [Si,j ]i,j∈I of C is
defined by Si,j = tr(τi,jτj,i) ∈ EndC(1) ∼= k. Note that the invertibility of S does not depend on
the choice of I. A modular k-category is a ribbon fusion k-category whose S-matrix is invertible.
The scalars ∆+, ∆−, and dim(C) associated with a modular k-category C are invertible in k
and are related by dim(C) = ∆−∆+ (see [47, p. 89]). A modular k-category is anomaly free
if ∆+ = ∆−.
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5.6 Categorical Hopf algebras, pairings, and integrals

In this section, we review categorical algebras and bialgebra pairings. See [38, 39] for details.
An algebra in a monoidal category C is a triple (A,m, u), where A is an object of C,m : A⊗A→ A
and u : 1 → A are morphisms in C, called multiplication and unit respectively, which satisfy
m(m ⊗ idA) = m(idA ⊗m) and m(u ⊗ idA) = idA = m(idA ⊗ u). The multiplication and the
unit are depicted by

m =

A

, u =

A

.

An algebra morphism between two algebras (A,mA, uA) and (B,mB, uB) in a monoidal cate-
gory C is a morphism f : A→ B in C such that fmA = mB(f ⊗ f) and fuA = uB.

Dually, a coalgebra in a monoidal category C is a triple (C,∆, ε), where C is an object
of C, ∆: C → C ⊗ C and ε : C → 1 are morphisms in C, called comultiplication and counit
respectively, which satisfy (∆⊗ idC)∆ = (idC ⊗∆)∆ and (idC ⊗ ε)∆ = idC = (ε⊗ idC)∆. The
comultiplication and the counit are depicted by

∆ =
C
, ε =

C
.

A coalgebra morphism between two coalgebras (C,∆C , εC) and (D,∆D, εD) in a monoidal cate-
gory C is a morphism f : C → D in C such that ∆Df = (f ⊗ f)∆C and εDf = εC .

From now on, let B be a braided monoidal category. A bialgebra in a B is a quintu-
ple (A,m, u,∆, ε) such that (A,m, u) is an algebra in B, (A,∆, ε) is a coalgebra in B, and
such that the following additional relations hold: ∆m = (m ⊗ m)(idA ⊗ τA,A ⊗ idA)(∆ ⊗ ∆),
εm = ε⊗ ε, ∆u = u⊗ u, and εu = id1. A bialgebra morphism between two bialgebras A and B
in a braided monoidal category B is a morphism A → B in B, which is both an algebra and
a coalgebra morphism.

A Hopf algebra in B is a sextuple (A,m, u,∆, ε, S), where (A,m, u,∆, ε) is a bialgebra in B
and S : A→ A is an isomorphism in B, called the antipode, which satisfies m(S⊗ idA)∆ = uε =
m(idA ⊗ S)∆. The antipode and its inverse are depicted by

S =
A
, S−1 =

A
.

A Hopf algebra morphism between two Hopf algebras is a bialgebra morphism between them.
A bialgebra pairing for a bialgebra (A,m, u,∆, ε) in B is a morphism ω : A⊗A→ 1 in B such

that

ω(m⊗ idA) = ω(idA ⊗ ω ⊗ idA)(idA⊗A ⊗∆), ω(u⊗ idA) = ε,

ω(idA ⊗m) = ω(idA ⊗ ω ⊗ idA)(∆⊗ idA⊗A), ω(idA ⊗ u) = ε.

A bialgebra pairing ω for A is non-degenerate if there exists a morphism Ω: 1 → A ⊗ A in B
such that (ω ⊗ idA)(idA ⊗ Ω) = idA and (idA ⊗ ω)(Ω ⊗ idA) = idA. The morphism Ω is called
the inverse of the pairing ω. If A is Hopf algebra, the pairing ω for the underlying bialgebra is
called a Hopf pairing.

Finally, a left (respectively right) integral of a bialgebra (A,m,∆, u, ε) in B is a mor-
phism Λ: 1→ A in B such that

m(idA ⊗ Λ) = Λε, respectively m(Λ⊗ idA) = Λε.

Dually, a left (respectively right) cointegral of A is a morphism λ : A→ 1 in B such that

(idA ⊗ λ)∆ = uλ, respectively (λ⊗ idA)∆ = uλ.
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5.7 Coend of a category

Let B be a pivotal category. Let FB : Bop×B → B be the functor defined by FB(X,Y ) = X∗⊗Y .
A dinatural transformation from FB to an object D of B is a function d that assigns to any
object X of B a morphism dX : X∗ ⊗X → D such that for all morphisms f : X → Y in B,

dX(f∗ ⊗ idX) = dY (idY ∗ ⊗ f).

The coend of B, if it exists, is a pair (F, i) where F is an object of B and i is a dinatural trans-
formation from FB to F, which is universal among all dinatural transformations. More precisely,
for any dinatural transformation d from FB to D, there exists a unique morphism ϕ : F → D
in B such that dX = ϕiX for all X ∈ Ob(B). A coend (F, i) of a category B, if it exists, is
unique up to a unique isomorphism commuting with the dinatural transformation. We depict
the dinatural transformation i = {iX : X∗ ⊗X → F}X∈Ob(B) as

iX =

X

F .

An important and well-known factorization property is given in the following lemma.

Lemma 5.1 (Fubini theorem for coends, [36]). Let (F, i) be a coend of a braided pivotal ca-
tegory B. If d = {dX1,...,Xn : X

∗
1 ⊗ X1 ⊗ · · · ⊗ X∗

n ⊗ Xn → D}X1,...,Xn∈Ob(B) is a family of
morphisms in B, which is dinatural in each Xi for 1 ≤ i ≤ n, then there exists a unique
morphism ϕ : F⊗n → D in B such that dX1,...,Xn = ϕ(iX1⊗· · ·⊗iXn) for all X1, . . . , Xn ∈ Ob(B).

According to [32, 37], coend of a braided pivotal category B is a Hopf algebra in B endowed
with a canonical Hopf pairing. Its unit is u = (id1 ⊗ i1)(coev1 ⊗ id1) : 1 → F. Multiplica-
tion m : F ⊗ F → F and canonical pairing ω : F ⊗ F → 1 are unique morphisms such that for
all X,Y ∈ Ob(B),

F

F F

X Y

m
=

F

XX YY

idY⊗X idY⊗X
,

F F

X Y

ω

=

X Y

.

Its comultiplication ∆: F → F ⊗ F, counit ε : F → 1, and antipode S : F → F are unique
morphisms such that for all X ∈ Ob(B),

FF

F

X

∆

=

X

X

X

F F

,
F

X

ε

=

X

,

F

F

X

S
=

X X

F

.

Two useful properties of antipode of coend F are

S2 = θrF and (5.1)

ω(S ⊗ idF) = ω(idF ⊗ S). (5.2)

Also, we have by definitions of ω and S that X,Y ∈ Ob(B),

F F

X Y

ω

= F F

X Y

ω

=

X Y

.
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6 Cyclic modules from (co)algebras

Let B be a balanced k-linear category. In this section, we first review the construction of
(co)cyclic k-modules from coalgebras and algebras in B. Our setting is only a particular case
of constructions by Akrami and Majid [1], since any algebra in a balanced category is a ribbon
algebra in the sense of [1]. However, the cocyclic k-module from [1] is here viewed as cyclic dual
of a certain cyclic k-module. Proofs are for convenience of context also given in [6], where these
were merely (co)cyclic sets, since one dropped the hypothesis of k-linearity of B. Further, we
outline some basic computations of cyclic (co)homology of some of the introduced (co)cyclic k-
modules. Finally, in Section 6.6, we explicit the (co)faces, (co)degeneracies, and (co)cyclic
operators of (co)cyclic k-modules associated to the coend of the representation category of a finite
dimensional ribbon Hopf algebra. For more details on Hochschild and cyclic (co)homology of
(co)cyclic k-modules, see [51, Section 9.6].

6.1 Cocyclic modules from coalgebras

Any coalgebra C in B gives rise to a cocyclic k-module C• as follows. For any n ∈ N, define
Cn = HomB

(
C⊗n+1,1

)
. Next, define the cofaces

{
δni : C

n−1 → Cn
}
n∈N∗,0≤i≤n, the codegenera-

cies
{
σnj : C

n+1 → Cn
}
n∈N,0≤j≤n

, and the cocyclic operators {τn : Cn → Cn}n∈N by setting

δni (f) =

· · · · · ·

f

0 i n

, σnj (f) =

· · · · · ·

f

0 j n

, τn(f) =

· · ·

f

0 n− 1 n

.

An integer k below an arc denotes the k-th tensorand of a tensor power of C. This construc-
tion is functorial in C, that is, a morphism between coalgebras in B induces the morphism of
corresponding cocyclic k-modules.

6.2 Cyclic modules from algebras

Any algebra A in B gives rise to a cyclic k-module A• as follows. For any n ∈ N, de-
fine An = HomB

(
A⊗n+1,1

)
. Next, define the faces {dni : An → An−1}n∈N∗,0≤i≤n, the dege-

neracies
{
snj : An → An+1

}
n∈N,0≤j≤n

, and cyclic operators {tn : An → An}n∈N by setting

dn0 (f) =

· · ·

f

0 n− 1

, dni (f) =

· · · · · ·

f

0 i− 1 i n− 1

, dnn(f) =

· · ·

f

0 n− 1

,

snj (f) =

· · · · · ·

f

0 j j + 1 n+ 1

, tn(f) =

· · ·

f

0 1 n

.

This construction is functorial in A, that is, a morphism between algebras in B induces the
morphism of corresponding cyclic k-modules.

6.3 Cyclic duals

The cyclic duality L from Section 2.4 transforms the cocyclic k-module C• from Section 6.1
into the cyclic k-module C• ◦ L. For any n ∈ N, C• ◦ L(n) = Cn = HomB

(
C⊗n+1,1

)
.
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The faces
{
d̃ni
}
n∈N∗,0≤i≤n, the degeneracies

{
s̃nj
}
n∈N,0≤j≤n, and the cyclic operators

{
t̃n
}
n∈N

are computed by formulas

d̃ni (f) =

· · · · · ·

f

0 i+ 1 n

, d̃nn(f) =

· · ·

f

1 n

s̃nj (f) =

· · · · · ·

f

0 j + 1 n+ 1

, t̃n(f) =

· · ·

f

0 1 n

.

Similarly, the functor Lop transforms the cyclic k-module A• from Section 6.2 into the co-
cyclic k-module A•◦Lop. By definitions, A•◦Lop(n) = An = HomB

(
A⊗n+1,1

)
for all n ∈ N. The

cofaces
{
δ̃ni
}
n∈N∗,0≤i≤n, the codegeneracies

{
σ̃nj
}
n∈N,0≤j≤n, and the cocyclic operators {τ̃n}n∈N

are computed by formulas

δ̃ni (f) =

· · · · · ·

f

0 i i+ 1 n

, δ̃nn(f) = · · ·

f

0 n− 1 n

σ̃nj (f) =

· · · · · ·

f

0 j j + 1 n

, τ̃n(f) =

· · ·

f

0 n− 1 n

.

Note that the construction A• ◦ Lop is a particular case of the work of Akrami and Majid [1],
since any algebra in a balanced category is a ribbon algebra in the sense of [1].

6.4 On the (co)homology of C• and C•

Let k be a commutative ring, B a balanced k-category and C any coalgebra in B. Let α : 1→ C
be a morphism such that εα = id1. For example, if C is a bialgebra in B, then we can take α to
be the unit of C. By expanding and writing in the categorical setting [27, Remark 1], we obtain
that Hochschild (co)homology of underlying (co)simplicial modules of C• and C• appears only
in degree zero. Indeed, the n-th Hochschild cohomology HHn(C•) of C• is the n-th cohomology
of the cochain complex

HomB(C,1)
β1 // HomB

(
C⊗2,1

) β2 // HomB
(
C⊗3,1

) β3 // · · · ,

where βn =
∑n

i=0(−1)iδni . Then the family
{
hn : HomB

(
C⊗n+1,1

)
→ HomB

(
C⊗n,1

)}
n∈N∗ , de-

fined by setting for any f ∈ HomB
(
C⊗n+1,1

)
,

hn(f) =

· · ·

f

α

1 n

,

satisfies the equalities

βnhn + hn+1βn+1 = idHomB(C⊗n+1,1) for n ≥ 1 and

h1β1 +HomB(αε,1) = idHomB(C,1).
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As a corollary, HH0(C•) = ker(β1) and HHn(C•) = 0 for n > 0. From the cohomological
form of the Connes’ long exact sequence [51, Proposition 9.6.11] and the fact that Hochschild
and cyclic (co)homology always agree in degree 0, we easily obtain that HCn(C•) ∼= ker(β1) for
even n and HCn(C•) ∼= 0 for odd n. A similar statement can be derived for Hochschild and
cyclic homologies of C•. This calculation shows that in a sense, C• and C• are not interesting
from the homological point of view. Therefore, we focus on their cyclic duals in sections that
follow.

6.5 Internal characters

Let B be a ribbon k-category with a coend (F, i). For any object X ∈ Ob(B), the morphism
χX = iX c̃oevX : 1→ F, also known as internal character [17, 44], enjoys the following trace-like
property:

χX

(i)
=

χX

(ii)
=

χX

. (6.1)

Here (i) follows by definition of comultiplication of F, naturality and definition of twists and
braidings, and the isotopy invariance of graphical calculus. Note that a pictorial proof of
this fact is given in [5, p. 27]. The equality (ii) is obtained by composing both sides of (i)
with τ−1

F,F
(
idF ⊗ θ−1

F
)
.

Next, the morphism ψX = ω(χX ⊗ idF) satisfies

ψX

=

ψX

. (6.2)

Indeed, we have

χX

ω

(i)
=

χX

ω

ω
(ii)
=

χX

ω

ω
(iii)
=

χX

ω

ω
(iv)
=

χX

ω

.

Here (i) and (iv) follow by the axioms of Hopf pairing ω, (ii) from equation (6.1), (iii) by
equations (5.1) and (5.2), naturality of braiding, and isotopy.

In the case when B is a ribbon fusion category with the representative set I of simple ob-
jects of B, the family {χi}i∈I is a basis for HomB(1,F). Moreover, if the pairing ω is non-
degenerate, HomB(1,F) is isomorphic to HomB(F,1) as k-module. Combining this with equa-
tion (6.2), we get that HC0(F• ◦ Lop) = HH0(F• ◦ Lop) = HomB(F,1).

Remark 6.1. Let k be an algebraically closed field and B a finite tensor k-category in the
sense of [16] with the representative set I of simple objects (in particular, I is finite). By [44,
Theorem 4.1], the characters {χi}i∈I form a linearly independent set in HomB(1,F). Under
additional unimodularity hypothesis, it is also shown that {χi}i∈I is a basis for HomB(1,F)
if and only if B is semisimple. Note that Shimizu works with ends and not coends. However,
these theories are essentially the same (see [44, Remark 3.12]).
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6.6 The coend of the representation category of a Hopf algebra

Let k be a field and H a finite dimensional ribbon Hopf algebra over k. For the comultiplication,
we will use the usual Sweedler notation, that is, one writes ∆(h) = h(1) ⊗ h(2) for any h ∈ H.
Denote by R and θ the R-matrix and the twist element of H. To recall these notions and their
properties see [14] and [42]. Here we closely follow [50, Sections 4.2–4.6]. We write

R =
∑
i

ai ⊗ bi ∈ H ⊗H and R−1 =
∑
i

αi ⊗ βi ∈ H ⊗H.

The category repH of finite-dimensional left H-modules is a ribbon category. The coend F
of repH is a categorical Hopf algebra (see Sections 5.6 and 5.7), which is notably studied from
topological point of view by Lyubashenko [31, 33]. Related to this is the Majid’s transmutation
procedure, which is used to obtain a categorical Hopf algebra from a quasitriangular Hopf
algebra. For more details, see [38, 39]. As a k-module, F is equal to H∗ and as a left H-module,
it is given by the coadjoint action, that is, for all h, k ∈ H and f ∈ H∗,

(h ▷ f)(k) = f
(
S
(
h(1)

)
kh(2)

)
.

For n ∈ N∗, consider the evaluation ev: H⊗n → Homk
(
H∗⊗n, k

)
defined by setting for all

X ∈ H⊗n and f ∈ H∗⊗n,

ev(X)(f) = ⟨f,X⟩.

According to [50, Lemma 4.5 (d)], this evaluation induces an isomorphism between k-modules
HomrepH

(
F⊗n, k

)
and

Vn(H) =
{
X ∈ H⊗n | X ◁ h = ε(h)X for any h ∈ H

}
.

Here the right H-action ◁ on H⊗n is defined by setting for any h ∈ H and any elementary
tensor X = x1 ⊗ · · · ⊗ xn ∈ H⊗n,

X ◁ h = S
(
h(1)

)
x1h(2) ⊗ S

(
h(3)

)
x2h(4) ⊗ · · · ⊗ S

(
h(2n−1)

)
xnh(2n).

Remark that the k-module Vn(H) is equal to the 0-th Hochschild homology HH0

(
H,H⊗n

)
of H

with coefficients in H⊗n, where H⊗n is the bimodule over H (the left action is given by trivial
action via counit).

Under the above isomorphism between HomrepH

(
F⊗n, k

)
and Vn(H), the cyclic k-module

F• ◦ L is identified with the cyclic k-module W• which is defined as follows. For any n ∈ N,
set Wn = Vn+1(H). The faces {dni : Vn+1(H)→ Vn(H)}n∈N∗,0≤i≤n are given by setting for any
elementary tensor h1 ⊗ · · · ⊗ hn+1 ∈ Vn+1(H),

dni (h1 ⊗ · · · ⊗ hn+1) = h1 ⊗ h2 ⊗ · · · ⊗ hi+1hi+2 ⊗ · · · ⊗ hn+1 and

dnn(h1 ⊗ · · · ⊗ hn+1) =
∑
i

(
hn+1 ◁

(
aiθ

−1
))(

h1 ◁ (bi)(1)
)
⊗ h2 ◁ (bi)(2) ⊗ · · · ⊗ hn ◁ (bi)(n).

The degeneracies
{
snj : Vn+1(H)→ Vn+2(H)

}
n∈N,0≤j≤n

are given by setting for any elementary
tensor h1 ⊗ · · · ⊗ hn+1 ∈ Vn+1(H),

sj(h1 ⊗ · · · ⊗ hn+1) = h1 ⊗ · · · ⊗ hj+1 ⊗ 1H ⊗ hj+2 ⊗ · · · ⊗ hn+1.

The cyclic operators {tn : Vn+1(H) → Vn+1(H)}n∈N are given by setting for any elementary
tensor h1 ⊗ · · · ⊗ hn+1 ∈ Vn+1(H),

tn(h1 ⊗ · · · ⊗ hn+1) =
∑
i

hn+1 ◁
(
aiθ

−1
)
⊗ h1 ◁ (bi)(1) ⊗ · · · ⊗ hn ◁ (bi)(n).
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Similarly, the cocyclic k-module F• ◦ Lop is identified with the cocyclic k-module W• which
is defined as follows. For any n ∈ N, set Wn = Vn+1(H). The cofaces {δni : Vn(H) →
Vn+1(H)}n∈N∗,0≤i≤n are given by setting for any elementary tensor h1 ⊗ · · · ⊗ hn ∈ Vn(H),

δni (h1 ⊗ · · · ⊗ hn) = h1 ⊗ h2 ⊗ · · · ⊗∆Bd(hi+1)⊗ · · · ⊗ hn and

δnn(h1 ⊗ · · · ⊗ hn) =
∑
i

(h1)
Bd
(2) ◁ (βi)(1) ⊗ h2 ◁ (βi)(2) ⊗ · · · ⊗ hn ◁ (βi)(n) ⊗ (h1)

Bd
(1) ◁ (αiθ),

where ∆Bd is a comultiplication on the braided Hopf algebra HBd (see [50, Lemma 4.4]) asso-
ciated to H. As algebras HBd = H, but the comultiplication and antipode in HBd are different.
Explicitly, for each h ∈ H,

∆Bd(h) = h(2)ai ⊗ S
(
(bi)(1)

)
h(1)(bi)(2).

The codegeneracies
{
σnj : Vn+2(H)→ Vn+1(H)

}
n∈N,0≤j≤n

are given by setting for any elemen-
tary tensor h1 ⊗ · · · ⊗ hn+2 ∈ Vn+2(H),

σnj (h1 ⊗ · · · ⊗ hn+2) = h1 ⊗ · · · ⊗ hj+1 ⊗ ε(hj+2)⊗ · · · ⊗ hn+2.

The cocyclic operators {τn : Vn+1(H) → Vn+1(H)}n∈N are given by setting for any elementary
tensor h1 ⊗ · · · ⊗ hn+1 ∈ Vn+1(H),

τn(h1 ⊗ · · · ⊗ hn+1) =
∑
i

h2 ◁ (βi)(1) ⊗ · · · ⊗ hn+1 ◁ (βi)(n) ⊗ h1 ◁ (αiθ).

7 Cyclic modules from TQFTs

In Theorem 4.1, we prove existence of (co)cyclic objects in the category of 3-cobordisms. By
composition, any 3-dimensional TQFT induces a (co)cyclic k-module. In this section we compute
it for the Reshetikhin–Turaev TQFT RTB : 3Cob0 → Modk associated to an anomaly free
modular category B. Note that the coend F of B exists and is a Hopf algebra in B. Recall the
cocyclic k-module F• and the cyclic k-module F• (see Section 6) associated to F, as well as the
reindexing involution Φ: ∆C → ∆C (see Section 2.4). The second main result of this paper is
the following.

Theorem 7.1. The cocyclic k-modules RTB ◦ X• and F• ◦ Φ are isomorphic. The cyclic k-
modules RTB ◦X• and F• ◦ Φop are isomorphic.

We note that the n-th Hochschild cohomology of F• ◦ Φ and F• are equal. Indeed, the
Hochschild differentials of the associated cochain complexes are equal. The cohomological form
of the Connes’ long exact sequence [51, Proposition 9.6.11] then implies that this is also the case
for their cyclic cohomology. A proof of Theorem 7.1 is provided in Sections 7.1–7.5.

The cyclic duality L : ∆Cop → ∆C and reindexing involution automorphism Φ transform
the cocyclic object X• in 3Cob0 into a cyclic object X• ◦ Φ ◦ L in 3Cob0. Similarly, the
functors Lop : ∆C → ∆Cop and Φop transform the cyclic object X• in 3Cob0 into a cocyclic
object X• ◦ Φop ◦ Lop in 3Cob0. By Theorem 7.1 and the fact that Φ is involutive, we obtain
the following.

Corollary 7.2. The cyclic k-modules RTB◦X•◦Φ◦L and F•◦L are isomorphic. The cocyclic k-
modules RTB ◦X• ◦ Φop ◦ Lop and F• ◦ Lop are isomorphic.

Recall that the cyclic k-module F• ◦ L and the cocyclic k-module F• ◦ Lop (see Section 6.3)
are cyclic duals of F• and the cyclic k-module F•.
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Another fundamental construction of a 3-dimensional TQFT is the Turaev–Viro TQFT
TVC : 3Cob0 → Modk associated to a spherical fusion k-category C with invertible dimen-
sion (for details, see [48]). Moreover, in the case when C is additive and k is an algebraically
closed field, the center Z(C) of C is an anomaly free modular category (see [48, Theorems 5.3
and 5.4]). In this case, according to [48, Theorem 17.1], the TQFTs RTZ(C) and TVC are iso-
morphic. Denote by G the coend of Z(C). These results and Theorem 7.1 imply the following
corollary.

Corollary 7.3. The cocyclic k-modules TVC ◦ X• and G• ◦ Φ are isomorphic. The cyclic k-
modules TVC ◦X• and G• ◦ Φop are isomorphic.

By using cyclic duality L and reindexing involution Φ, we obtain the following.

Corollary 7.4. The cyclic k-modules TVC ◦X• ◦Φ◦L and G• ◦L are isomorphic. The cocyclic
k-modules TVC ◦X• ◦ Φop ◦ Lop and G• ◦ Lop are isomorphic.

To show the claim from Theorem 7.1, it follows from Section 4.3 that it suffices to com-
pute RTB ◦ Y • and RTB ◦ Y•. In Section 7.1, we give some algebraic preliminaries on coend of
a modular category. Next, in Section 7.2, we describe the Reshetikhin–Turaev TQFT RTB via
the coend F of B. Then, in Section 7.3, we compute the cocyclic k-module RTB ◦ Y •. In Sec-
tion 7.4, we prove that the latter is isomorphic to F• ◦ Φ, as stated in Theorem 7.1. Finally, in
Section 7.5, we sketch the computation of RTB ◦Y• and the proof of the fact that it is isomorphic
to the cyclic k-module F• ◦ Φop.

Remember that F is a Hopf algebra in B endowed with a Hopf pairing ω : F⊗ F→ 1. Here,
we denote by m, u, ∆, ε, and S multiplication, unit, comultiplication, counit, and antipode
of F, respectively. In what follows, we will often drop the notation of F while using graphical
calculus.

7.1 Modularity and pairing of a coend

In this section, we provide some algebraic preliminaries needed for computation of the Reshe-
tikhin–Turaev TQFT RTB via the coend of anomaly free modular category. In the following
lemma, we compute the inverse, under some conditions, of the pairing of the coend. Note that
the statement of Lemma 7.5 (a) is only a particular case of [24, Theorem 5]. Also, the statement
and the proof of Lemma 7.5 (b) is similar to [48, Lemma 6.2].

Lemma 7.5. Let B be a ribbon k-category with a coend F and suppose that the canonical pair-
ing ω : F⊗ F→ 1 associated to the coend is non-degenerate.

(a) If Λ: 1→ F is a right integral of a coend, then ω(Λ⊗ idF) : F→ 1 is a left cointegral of F.

(b) Let Λ be a right integral of the coend F of B. Suppose that the element ω(Λ ⊗ Λ) is
invertible. The inverse of the pairing ω is given by the morphism Ω: 1→ F⊗ F, which is
computed by

Ω =

(
Λ Λ

ω
)−1

Λ

Λ

ω
.

Proof. We prove the above statements graphically.
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(a) By the property of the bialgebra pairing and the fact that Λ is a right integral for C,

Λ

ω ω

=
Λ

ω

ω

=

Λ

ω

= Λ

ω

.

Since ω is non-degenerate, the conclusion follows.

(b) We have

ω

ω

Λ

Λ

(i)
=

ω

Λ

Λ

(ii)
=

ω

Λ

Λ

(iii)
=

ω

Λ

Λ

(iv)
=

ω

Λ

Λ

(v)
=

ω

Λ

Λ

(vi)
=

ω

Λ

Λ

(vii)
=

ω

Λ Λ
.

and therefore the claim follows by invertibility of ω(Λ⊗Λ). Here (i) follows by property of
bialgebra pairing, (ii) by (co)unitality, (iii) by the part (a), (iv) from bialgebra axioms, (v)
by (co)associativity, (vi) by the antipode axiom and (co)unitality, (vii) by the naturality
of the braiding, the fact that Λ is a right integral for F and counitality. ■

Corollary 7.6. Let B be a ribbon k-category with a coend F and Λ: 1→ F a right integral for
the coend F. If the pairing ω : F⊗ F→ 1 is non-degenerate, then

ω

ω

Λ

Λ

= ω(Λ⊗ Λ) . (7.1)

Proof. By Lemma 7.5 (b) and invertibility of the antipode, we have

ω(Λ⊗ Λ)idF
(i)
=

Λ Λ

ω
idF

(ii)
=

ω

ω

Λ

Λ

(iii)
=

ω

ω

Λ

Λ

.

Here (i) and (iii) follow from invertibility of the antipode, (ii) follows by Lemma 7.5 (b). ■
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If B is an additive ribbon fusion k-category with a coend F, then, according to [48, Theo-
rem 6.6], the category B is modular (in the sense of Section 5.5) if and only if the canonical
pairing ω : F ⊗ F → 1 associated to F is non-degenerate. Moreover, the coend F is given
by F =

⊕
i∈I i

∗ ⊗ i, where I is a representative set of simple objects of B. For i ∈ I, we denote
the projection associated with the direct sum decomposition by pi : F → i∗ ⊗ i. However, we
drop inclusions i∗ ⊗ i → F in our notation. By [48, Theorem 6.4], any integral of F is a scalar
multiple of the universal integral

Λ =
∑
i∈I

dim(i)c̃oevi : 1→ F. (7.2)

Similarly, one can show that any cointegral of F is a scalar multiple of the universal cointegral

λ = ev1p1 : F→ 1. (7.3)

Universal (co)integrals λ and Λ satisfy λΛ = id1.

Remark 7.7. Let B be an additive ribbon fusion k-category such that the canonical pair-
ing ω associated to the coend F is non-degenerate. Recall the universal integral Λ and the
universal cointegral λ of the coend F, defined in equations (7.2) and (7.3), respectively. Let us
calculate ω(Λ ⊗ Λ). By Lemma 7.5 (a), ω(Λ ⊗ idF) is a left cointegral of F. By universality
of λ, ω(Λ⊗ idF) = kλ, for some k ∈ k ∼= End(1). This further implies that

ω(Λ⊗ Λ) = kλΛ = kid1.

Now, remark also that

ω(Λ⊗ u) = εΛ = dim(B).

These two properties together with the fact that p1i1 = id1∗⊗1, with definition of unit u of the
coend F, and definition of λ, give that

ω(Λ⊗ Λ) =kid1 = k(id1 ⊗ ev1)(coev1 ⊗ id1) = k(id1 ⊗ ev1p1)(id1 ⊗ i1)(coev1 ⊗ id1)

=k(id1 ⊗ λ)u = kλu = ω(Λ⊗ u) = dim(B).

7.2 The Reshetikhin–Turaev TQFT via coends

In [47], Turaev associates to any modular category B a 3-dimensional TQFT RTB. There,
a precise definition of a 3-dimensional TQFT involves Lagrangian spaces in homology of surfaces
and p1-structures in cobordisms. However, if the modular category B is anomaly free (see
Section 5.5), then the TQFT RTB does not depend on this additional data and is a genuine
symmetric monoidal functor RTB : 3Cob0 → Modk.

Let B be an anomaly free modular k-category. Recall from Section 5.5 that the scalar
∆ = ∆+ = ∆− is invertible and satisfies ∆2 = dim(B). By Section 3.6, any special rib-
bon (g, h)-graph Γ represents a 3-cobordism MΓ : Sg → Sh. Our goal is to compute the k-linear
homomorphism

RTB(MΓ) : RTB(Sg)→ RTB(Sh)

in terms of the coend F of B (which always exists, see Section 7.1). First, it follows from the
definition of RTB and the computation of the coend F in terms of a representative set I of simple
objects of B that

RTB(Sg) = HomB
(
1,F⊗g

)
and RTB(Sh) = HomB

(
1,F⊗h

)
.
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Next, the formula (2.3) (a) from [47, Section IV.2.3], which computes RTB(MΓ), rewrites in our
setting as

RTB(MΓ) = ∆−n−hHomB(1, |Γ|), (7.4)

where |Γ| : F⊗g → F⊗h is a morphism in B defined as follows. By pulling down some part of each
circle component of Γ and of each arc connecting the outputs of Γ, we obtain that the ribbon
graph Γ is isotopic to

· · ·

· · ·
· · · · · ·

1

1

2

2

2h− 1

2h− 1

2h

2h

L1 Ln C1 Ch

Γ̃

where the cups L1, . . . , Ln correspond to the circle components of Γ and the cups C1, . . . , Ch

correspond to the upper arcs of Γ. Here, Γ̃ is a ribbon graph with (g+n+2h) arcs, (2g+2n+2h)
inputs, 2h outputs, no coupons, no circle components, and such that:

� for all 1 ≤ i ≤ g + n, an arc ai connects the (2i− 1)-th input to the (2i)-th input of Γ̃,

� for all 1 ≤ j ≤ h, an arc uj connects the (2g + 2n + 2j − 1)-th input to the (2j − 1)-th

output of Γ̃, and an arc vj connects the (2j)-th output to the (2g+2n+2j)-th input of Γ̃.

The ribbon graph Γ is called closure of the ribbon graph Γ̃. Coloring the arc ai by an object Xi

of B and coloring both the arcs uj , vj by an object Yj of B, we obtain a B-colored ribbon graph
representing a morphism ϕX1,...,Xg+n,Y1,...,Yh

. Let i = {iX : X∗⊗X → F}X∈Ob(B) be the universal
dinatural transformation associated to the coend F. Then the family of morphisms(

iY1 ⊗ · · · ⊗ iYh

)
◦ ϕX1,...,Xg+n,Y1,...,Yh

from X∗
1 ⊗X1⊗· · ·⊗X∗

g+n⊗Xg+n⊗Y ∗
1 ⊗Y1⊗· · ·⊗Y ∗

h ⊗Yh to F⊗h is dinatural in each variable
and so, by Lemma 5.1, it factorizes as

ϕΓ ◦
(
iX1 ⊗ · · · ⊗ iXg+n ⊗ iY1 ⊗ · · · ⊗ iYh

)
for a unique morphism ϕΓ : F⊗g+n+h → F⊗h. Then

|Γ| = ϕΓ ◦
(
idF⊗g ⊗ Λ⊗(n+h)

)
: F⊗g → F⊗h,

where Λ is the universal integral defined in equation (7.2). It follows from the fact that Λ is
a right integral for F (see Section 7.1) that the morphism |Γ| is an isotopy invariant of Γ. This
invariant is multiplicative,

|Γ ⊔ Γ′| = |Γ| ⊗ |Γ′|

for all special ribbon graphs, where Γ ⊔ Γ′ is obtained by concatenating Γ′ to the right of Γ.

Remark 7.8. If we normalize the above used λ and Λ and instead use λ′ = ∆λ and Λ′ = ∆−1Λ,
then we still have λ′Λ′ = id1, but the factor ∆−n−h in formula (7.4) disappears, which makes it
and some of our next computations look simpler. This is a matter of convention.
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7.3 Computation of RTB ◦ Y •

Recall that B denotes an anomaly free modular category. In the following lemma, we calculate
the isotopy invariant |·| (see Section 7.2) for the particular special graphs.

Lemma 7.9. Let T1, T2, and T3 be the following special ribbon graphs:

T1 = , T2 = , T3 = .

We have

(a) |T1| = dim(B)idF, (b) |T2| = dim(B)u, (c) |T3| = dim(B)m.
Proof. (a) A ribbon graph whose closure is isotopic to T1 is

T̃1 = .

For all objects X, Y , and Z in B, we have

Z

Y

X

=

Z

Y

X

ω

=

Z
Y

X

ω

ω
.

Hence, by definition of |·| given in Section 7.2, Corollary 7.6, and Remark 7.7, we have

|T1| =

ω

ω

Λ

Λ

= ω(Λ⊗ Λ)idF = dim(B)idF.
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(b) A ribbon graph whose closure is isotopic to T2 is

T̃2 = .

For all objects X, Y in B, we have

X Y

=

X Y

ω

=

X Y

ω

.

Hence, by definition of |·| given in Section 7.2, by Lemma 7.5 (a), and Remark 7.7, we have

|T2| =

Λ

Λ

ω

=

Λ

Λ

ω
= ω(Λ⊗ Λ)u = dim(B)u.

(c) A ribbon graph whose closure is isotopic to T3 is

T̃3 = .

For all objects X, Y , and Z in B, we have

W

Z

YX

= W
Z

YX

ω

ω
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=

WZYX

ω

ω

ω

.

Hence, by definition of |·| given in Section 7.2, axioms of a Hopf pairing, the equation (5.2),
Corollary 7.6, and Remark 7.7, we have

|T3| =

ω

ω

ω

Λ

Λ

=

ω

ω

Λ

Λ

= ω(Λ⊗ Λ)m = dim(B)m. ■

The previously proved Lemma 7.9 implies the following result.

Lemma 7.10. We have

(a)
∣∣GY •(δni )

∣∣ =



dim(B)n+1 · · ·

0 n− 1

, if i = 0,

dim(B)n+1 · · · · · ·

0 i− 1 i n− 1

, if 1 ≤ i ≤ n− 1,

dim(B)n+1 · · ·

0 n− 1

, if i = n,

(b)
∣∣GY •(σn

j )

∣∣ = dim(B)n+1 · · · · · ·

0 j j + 1 n+ 1

,

(c)
∣∣GY •(τn)

∣∣ =

dim(B)idF if n = 0,

dim(B)n+1

· · ·
0 1 n− 1

if n ≥ 1.

Proof. (a) Recall the special ribbon graphs T1 and T2 from Lemma 7.9. Let n ∈ N∗ and
1 ≤ i ≤ n− 1. By Lemma 7.9 and multiplicativity of |·|,

|GY •(δni )
| = (dim(B)idF)⊗i ⊗ dim(B)u⊗ (dim(B)idF)⊗n−i =



34 I. Bartulović

= dim(B)n+1 · · · · · ·

0 i− 1 i n− 1

.

The cases i = 0 and i = n are proven in a similar way.

(b) This follows from parts (a) and (c) of Lemma 7.9 and multiplicativity of the isotopy
invariant |·|.

(c) Recall that Y •(τ0) is the identity morphism idS1 . Hence
∣∣GY •(τ0)

∣∣ = dim(B)idF, by
Lemma 7.9 (a). Let us show the statement in the case n = 1. The general case is verified
similarly. The special ribbon graph GY •(τ1) depicts as

.

A ribbon graph whose closure is isotopic to the special ribbon graph GY •(τ1) depicts as

G̃Y •(τ1) = .

For all objects X, Y , Z, U , V , and W in B, we have

U V

X Y Z W
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=

U V

X Y Z W

ω

ω

ω

=

X Y Z W U V

ω

ω
ω

ω

Hence, by definition of |·| given in Section 7.2, the equations (5.2) and (5.1), Corollary 7.6 and
Remark 7.7, we have

|GY •(τ1)| = ω

ω

Λ

Λ

ω

ω

Λ

Λ

= ω

ω

Λ

Λ

ω

ω

Λ

Λ

=(ω(Λ⊗ Λ))2 = dim(B)2 ,

which finishes the proof. ■

The explicit computation of RTB ◦ Y • essentially follows from Lemma 7.10:

Lemma 7.11. The cocyclic k-module RTB ◦ Y • equals to the cocyclic k-module given by the
family

{
HomB

(
1,F⊗n+1

)}
n∈N, equipped with the cofaces {RTB(Y

•(δni ))}n∈N∗,0≤i≤n, codegene-
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racies
{
RTB

(
Y •(σnj ))}n∈N,0≤j≤n

, and cocyclic operators {RTB(Y
•(τn))}n∈N given by formu-

las

δn0 (f) = · · ·
f

0 n− 1

, δni (f) = · · · · · ·
f

0 i− 1 i n− 1

, δnn(f) = · · ·
f

0 n− 1

,

σnj (f) =

· · · · · ·

f

0 j j + 1 n+ 1 , τn(f) = · · ·
f

0 1 n .

Proof. All computations follow by using formula (7.4) from Section 7.2, the construction
of Y • from Section 4.1, and Lemma 7.10. Here we only provide a computation for cofaces
{RTB(Y

•(δni ))}n∈N∗,0≤i≤n. If n ∈ N∗ and 1 ≤ i ≤ n− 1, then

RTB(Y
•(δni )) = ∆−(n+1)−(n+1)HomB

(
1,
∣∣GY •(δni )

∣∣)
= dim(B)−(n+1)HomB

1, dim(B)n+1 · · · · · ·

0 i− 1 i n− 1



= HomB

1, · · · · · ·

0 i− 1 i n− 1

 .

The cases i = 0 or i = n are verified analogously. ■

7.4 The final step

In Section 4.1, we constructed the cocyclic object Y • in the category of 3-cobordisms. Next,
in Lemma 7.11, we computed the cocyclic k-module RTB ◦ Y •. To prove the first part of
Theorem 7.1, it suffices to show that the latter is isomorphic to F• ◦ Φ, where Φ: ∆C → ∆C
is the reindexing involution from Section 2.4. Recall that the coend F is a Hopf algebra in B,
equipped with a non-degenerate Hopf pairing ω. Denote its inverse by Ω. The isomorphism
between cocyclic k-modules RTB ◦ Y • and F• ◦ Φ is provided by the family

ω• =
{
ωn : HomB

(
1,F⊗n+1

)
→ HomB

(
F⊗n+1,1

)}
n∈N,

which is defined by setting for any n ∈ N and f ∈ HomB
(
1,F⊗n+1

)
,

ωn(f) =
· · ·

· · ·

f

0 n
.ω

ω

(7.5)
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The inverse of ω• is given by the family Ω• =
{
Ωn : HomB

(
F⊗n+1,1

)
→ HomB

(
1,F⊗n+1

)}
n∈N,

which is defined by setting for any n ∈ N and f ∈ Hom
(
F⊗n+1,1

)
,

Ωn(f) = · · ·

· · ·

f

0 n .
Ω

Ω

It remains to check that ω• is a natural transformation between cocyclic k-modules RTB ◦ Y •

and F• ◦ Φ. The equations (2.9) and (2.10) follow from axioms of a Hopf pairing ω and isotopy
invariance of graphical calculus. The equation (2.11) follows from equations (5.1) and (5.2),
naturality of braiding, and isotopy invariance of graphical calculus. ■

7.5 Sketch of computation of RTB ◦ Y•

Let us sketch the computation of RTB ◦ Y•, which is similar to computation of RTB ◦ Y • given
in detail in Sections 7.3 and 7.4. The following lemma is analogously proved as Lemma 7.9.

Lemma 7.12. If T4 and T5 are the following special ribbon graphs

T4 = , T5 = ,

then

(a) |T4| = ε,

(b) |T5| = dim(B)2∆.

Next, by using Lemma 7.12, one obtains an analogue of Lemma 7.10.

Lemma 7.13. We have

(a) |GY•(dni )
| = dim(B)n · · · · · ·

0 i n

,

(b) |GY•(snj )
| = dim(B)n+2 · · · · · ·

0 j n

,

(c) |GY•(tn)| =


dim(B)idF if n = 0,

dim(B)n+1

· · ·
0 n− 1 n

if n ≥ 1.
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By using Lemma 7.13, one can compute that RTB◦Y• is equal to the cyclic k-module given by
the family

{
HomB

(
1,F⊗n+1

)}
n∈N, equipped with the faces {RTB(Y•(d

n
i ))}n∈N∗,0≤i≤n, codege-

neracies
{
RTB

(
Y•
(
snj
))}

n∈N,0≤j≤n
, and cocyclic operators {RTB(Y•(tn))}n∈N given by formulas

dni (f) = · · · · · ·
f

0 i n , snj = · · · · · ·
f

0 j n , tn =

· · ·

f

0 n− 1 n .

The latter cyclic k-module is isomorphic to F• ◦ Φop, where Φ is the reindexing involution
automorphism from Section 2.4. This again follows from the fact that the coend F is equipped
with a non-degenerate Hopf pairing ω. Indeed, the isomorphism is given by the family ω• = ω•,
defined by formula (7.5). This completes our proof of Theorem 7.1. ■

8 Related work

In this section we discuss some potentially related perspectives. From algebraic perspective,
we review some constructions of paracyclic objects in a braided k-category and outline their
connections to (co)cyclic k-modules from Section 6. These paracyclic objects can be further
used to construct r-cyclic k-modules in the sense of Feigin and Tsygan [18]. From topological
perspective, we observe a relevance of the one-holed torus, which is a Hopf algebra in Cob3(1)

conn,
a cobordism category appearing in [24] and different that the one from Section 3.

8.1 Variations on the cyclic category

For r ∈ N∗, the r-cyclic category ∆Cr is defined in the same way as the cyclic category, ex-
cept that the cyclic operators are replaced with the r-cyclic operators {τn : n → n}n∈N, which
satisfy (2.4)–(2.7) and additionally, for any n ∈ N,

τ r(n+1)
n = idn.

Notice that ∆C1 = ∆C. Another notion similar to that of the cyclic category is the para-
cyclic category ∆C∞. In this setting, the cyclic operators are replaced with the paracyclic
operators {τn : n→ n}n∈N, which are isomorphisms satisfying (2.4)–(2.7). Mutatis mutandi (see
Section 2.3) one defines r-(co)cyclic and para(co)cyclic objects in a category.

The cyclic duality from Section 2.4 descends to the paracyclic category. Indeed, the key
ingredient of proof in [30] is the existence of the so called extra degeneracies, which only relies
on the invertibility of (co)cyclic operators. Since the same formulas apply, we abusively denote
the paracyclic duality with L : ∆Cop

∞ → ∆C∞.

8.2 Paracyclic and r-cyclic objects from braided Hopf algebras

Any Hopf algebra H in a braided monoidal category B gives rise to a paracyclic object C•(H)
in B, given by setting for any n ∈ N, Cn(H) = H⊗n+1 and

dni = · · · · · ·

0 i n

, snj = · · · · · ·

0 j n

, tn =

· · ·
0 n− 1 n

. (8.1)

This construction is functorial, that is, any morphism between coalgebras in B induces the
morphism of corresponding paracyclic objects in B.
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Similarly, one can associate to H the paracocyclic object A•(H) in B, given by setting for
any n ∈ N, An(H) = H⊗n+1 and

δni = · · · · · ·

0 i− 1 i n− 1

, σnj = · · · · · ·

0 j j + 1 n+ 1

, τn =
· · ·

0 1 n

.

This construction is functorial, that is, any algebra morphism in B induces the morphism of
corresponding paracocyclic objects in B.

Notice that if B is a ribbon category and if H is an involutive Hopf algebra in B (that
is, S2 = θH , where θ is the canonical twist of B), then the paracocyclic operators {tn}n∈N
of C•(H) satisfy the “twisted cyclicity condition”, that is, for all n ∈ N,

tn+1
n = (θH⊗n+1)−1. (8.2)

If B is additionally k-linear, then the cocyclic k-module H• from Section 6.1 can be obtained
by composing C•(H) with the hom-functor HomB(−,1). Here, the cocyclicity condition (2.8)
for H• follows by naturality of twists and the fact that θ1 = id1. In this vein, one derives
from C•(H) an r-cocyclic k-module as follows. Namely, if i is a simple object of B, then the
twist θi is a scalar multiple of the identity morphism. If this scalar is of finite order r, then
the composition of C•(H) with the hom-functor HomB(−, i) induces an r-cocyclic (respectively,
cyclic) k-module. In a similar way, one obtains r-cyclic modules from A•(H). For instance,
according to [4], and built on theorems of Vafa [49] and Müger [40], all the twists on simple
objects of a C-linear ribbon fusion category are roots of unity.

Finally, we point out that the above construction of C•(H) (respectively, A•(H)) may be
restated for coalgebra H (respectively, algebra) in a balanced category B, just like we did in
Section 6. Namely, in the above formulas, the square of the antipode should be replaced with the
twists. As already remarked in Section 6.3, by passing to C•(H)◦L (respectively, A•(H)◦Lop),
these constructions fit into a more general framework of Akrami and Majid in [1], who considered
ribbon algebras (or dually, coribbon coalgebras) in a braided category.

8.3 Paracyclic and r-cyclic objects from Crane–Yetter Hopf algebra

Another relevant category is that of connected 3-cobordisms, further denoted as 3Cob1, which
first appeared in [24], which was studied over the last three decades, notably in [2, 8, 20, 26], and
most recently in [7]. For each g ∈ N, fix a compact connected oriented surface Σg,1 of genus g
and with one boundary component. The objects of 3Cob1 are surfaces Σg,1 for each g ∈ N.
A morphism Σg,1 → Σh,1 is given by the connected cobordism from Σg,1 to Σh,1. In contrast
to the category 3Cob0 which is recalled in Section 3.2 and used throughout the paper, the
category 3Cob1 is a non-symmetric braided monoidal category, the monoidal product on objects
is given by the connected sum of surfaces, on morphisms it is given by the connected sum of
cobordisms and the unit object is Σ0,1.

It is a result of Crane and Yetter [13], that the one-holed torus Σ1,1 has a structure of a Hopf
algebra in 3Cob1. By the general construction from Section 8.2, one can organize the family of
surfaces{

Σ⊗g
1,1

}
g∈N∗ = {Σg,1}g∈N∗

into a paracyclic object C•(Σ1,1) (respectively, paracocyclic object A•(Σ1,1)) in 3Cob1. The
existence of C•(Σ1,1) (respectively, A•(Σ1,1)) implies that any braided monoidal functor from
3Cob1 to a braided monoidal category B induces a para(co)cyclic object in B. An example of
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such functors was recently studied by Beliakova and De Renzi in [7]. Let B be a ribbon uni-
modular factorizable category and k an algebraically closed field. Here the unimodularity means
that B is a finite k-category in the sense of [15] and that the projective cover of 1 is self-dual.
By [7, Theorem 1.2], there is a braided monoidal functor J3 : 3Cob1 → B, which, in particular,
sends the one-holed torus to the end A of category B, that is, the end of functor (X,Y ) 7→ X⊗Y ∗.
Furthermore, J3 ◦ C•(Σ1,1) = C•(A) and J3 ◦A•(Σ1,1) = A•(A). Note that factorizability in
the sense of [7] is equivalent to non-degeneracy of the canonical pairing of the coend of B. The
latter is also equivalent to invertibility of the Drinfeld map from [17, Proposition 4.11]. In this
setting, the end A and the coend F are isomorphic Hopf algebras. Therefore, by functoriality,
paracyclic objects C•(A) and C•(F) (respectively, paracocyclic objects A•(A) and A•(F)) in B
are isomorphic. Finally, since S2

A = θA, paracyclic operators of C•(A) (respectively, paraco-
cyclic operators of A•(A)) satisfy the twisted cyclicity (respectively, cocyclicity) condition (8.2).
Hence, by composing J3 ◦C•(Σ1,1) with appropriate hom-functors (see Section 8.2), one obtains
r-(co)cyclic k-modules.

Remark 8.1. Cobordisms in 3Cob1 admit surgery presentation by certain tangles (for a re-
view, see [7, Section 4]). On one hand, there is a resemblance between tangles which present
structural morphisms of the Hopf algebra Σ1,1 and the special ribbon graphs which present gen-
erating morphisms of (co)cyclic objects in 3Cob0 (see Theorem 4.1 and a relevant Remark 8.2).
Note also that in the construction of the latter objects, we do not use the monoidal structure
of 3Cob0. One the other hand, in the contrast with the Kirby calculus on special ribbon graphs
from Section 3.7, COUPON and TWIST move do not appear as moves between tangles pre-
senting morphisms in 3Cob1. It would be interesting to explore relationships between (co)cyclic
objects in 3Cob0 which were constructed in Section 4 and para(co)cyclic objects in 3Cob1 from
Section 8.3.

Remark 8.2. A reviewer helpfully pointed out that there are two isomorphic algebra structure
on the one-holed torus Σ1,1. The structural morphisms of the Hopf algebra which “models” the
end A are defined by

m = , η = , ∆ = ,

ε = , S = .

On the other hand, the Hopf algebra structure which “models” the coend F is defined as follows.
The multiplication and the unit are defined respectively by tangles T3 and T2 from Lemma 7.9,
while the comultiplication and the counit are defined by tangles T5 and T4 from Lemma 7.12.
Its antipode is given by the tangle

.
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The two Hopf algebra structures are isomorphic via the map

of inverse .

By functoriality of construction from Section 8.2, the associated para(co)cyclic objects are also
isomorphic.

Remark 8.3. It is remarked in [6] that (co)cyclic sets from ribbon string links, which are
recalled in the introduction are isomorphic, via an appropriate bijection, to certain (co)cyclic
sets from ribbon handles as in [9] (called bottom tangles in [20]). The latter comes from external
Hopf algebra construction by Habiro [20]. Namely, the object ↑↓ in the category of the oriented
ribbon tangles [47, Section I.2.3] has a coalgebra structure via

∆ = , ε = .

This fits into the context of special graphs as in Sections 3 and 4, or tangles as in (the present)
Section 8. Using above ∆ and ε and replacing S−2 by θ↑↓ in formula (8.1), we obtain a paracyclic
object ↑↓• in the category of oriented ribbon tangles G, where graphical presentation of operators
of structure reminds of the informal discussion in the introduction of [1]. If we further restrict
ourselves to the category G+ of special ribbon graphs modulo moves K1, K2′, COUPON, and
the TWIST move, we obtain the defining special ribbon graphs from Section 4.2 by postcom-
posing the structure operators dni , s

n
j and tn of ↑↓• with the diagrams representing the identity

cobordisms (see Figure (3.1)). More precisely,

GY•(dni )
=

· · ·

· · · · · ·

In

0 i n

, GY•(snj )
=

· · ·

· · · · · ·

In+2

0 j n

,

GY•(tn) =

· · ·

· · ·

In+1

0 n− 1 n

.

In this setup, one can endow the object ↑↓ with an external Hopf algebra structure [20, Sec-
tions 6.2 and 6.3]. The multiplication, the unit, and the antipode are here defined by setting for
all admissible (i+ j, k)-graphs Γ,

m̌(i,j,k)(Γ) =

· · ·

· · · · · ·

Γ

0 i i+ j

1 k

, ǔ(i,j,k)(Γ) =

· · ·

· · · · · ·

Γ

0 i i+ j

1 k

,
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Š(i,j,k)(Γ) =

· · ·

· · · · · ·

Γ

0 i i+ j

1 k

.

The red component in the formula for m̌(i,j,k) comes from duplicating (along the framing) the
arc connecting input 2i + 2 with 2i + 3. The image ǔ(i,j,k)(Γ) is obtained by deleting the arc
connecting input 2i+2 with 2i+3 and the image Š(i,j,k)(Γ) is obtained by changing the orientation
of the arc connecting input 2i+2 with 2i+3. Note that Š2

(i,j,k)(Γ) = Γ ◦
(
(↑↓)⊗i ⊗ θ↑↓ ⊗ (↑↓)⊗j

)
.

Using this data, we recover special ribbon graphs appearing in Section 4.1:

GY •(δni )
= ǔ(i,n−i,n+1)(In+1), GY •(σn

j )
= m̌(j,n−j,n+1)(In+1),

GY •(τn) =

· · ·

· · ·

In+1

0 1 n

.

Let us illustrate the equality for codegeneracies in a special case:

m̌(0,0,1) =

0

=

0

=

0 1

,

where the latter indeed equals GY •(σ0
0)
. This gives a more formal construction of the (co)cyclic

object in G+. In both cases, if we omit COUPON and TWIST moves, we merely obtain
para(co)cyclic objects.
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