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#### Abstract

Isomonodromy for the fifth Painlevé equation $\mathrm{P}_{5}$ is studied in detail in the context of certain moduli spaces for connections, monodromy, the Riemann-Hilbert morphism, and Okamoto-Painlevé spaces. This involves explicit formulas for Stokes matrices and parabolic structures. The rank 4 Lax pair for $\mathrm{P}_{5}$, introduced by Noumi-Yamada et al., is shown to be induced by a natural fine moduli space of connections of rank 4. As a byproduct one obtains a polynomial Hamiltonian for $\mathrm{P}_{5}$, equivalent to the one of Okamoto.
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## 1 Introduction and summary

Historically, the list of classical Painlevé equations $y^{\prime \prime}=F\left(y^{\prime}, y, z\right)$ was deduced from the property that the only moving singularities of the solutions are poles. The connection with isomonodromy was quite early recognised. In the papers of Jimbo, Miwa and Ueno [11, 12, 13] this theme is developed and moduli spaces for connections and monodromy data are constructed. In particular, isomonodromic families of rank two matrix differential operators $\frac{\mathrm{d}}{\mathrm{d} z}+A$ are provided for each of $\mathrm{P}_{1}-\mathrm{P}_{6}$. We refer to $[6,7,8,9,15,17,18,19]$ for some theory and detailed explicit equations. We note that this choice does not do justice to the extensive literature related to Painlevé equations. The family of matrix differential operators for $\mathrm{P}_{3}, \mathrm{P}_{4}$ and for the degenerate fifth Painlevé equation $\operatorname{deg}_{5}$ has been refined, see [1, 24, 25], to fine moduli spaces of connections on the projective line, which are identified with Okamoto-Painlevé spaces. The detailed construction of the moduli spaces supplements and continues some sections of [22]. The moduli spaces for the monodromy data, including Stokes data, are studied in the literature under the name "wild character varieties"; see, e.g., [4]. For the case $P_{5}$, there is a preprint [21] by E. Paul and J.-P. Ramis, continuing [20, Section 3.2].

The present paper applies a comparable technique for $\mathrm{P}_{5}$. This supplements and improves [22, Sections 3.2 and 4.3] involving $\mathrm{P}_{5}$. The family of matrix differential operators will be refined to "natural" fine moduli spaces $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ of connections of rank 2 on the projective line.

### 1.1 Description of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ and $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$

The objects for the moduli space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ are connections on a rank two vector bundle of degree -1 , having the (generalized) eigenvalues $\pm \frac{\theta_{0}}{2}, \pm \frac{\theta_{1}}{2}$ and $\frac{t z+\theta_{\infty}}{2},-\frac{t z+\theta_{\infty}}{2}-1$ at $z=0,1$ and $\infty$. Further, a variable $u$ with $\mathrm{e}^{2 \pi \mathrm{i} u}=t$ is part of the data. Let $\theta:=\theta_{\infty}+1$.

There are restrictions on the parameters $\theta_{0}, \theta_{1}, \theta_{\infty}$ and on the objects of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Moreover, there is an additional structure for $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$. We give some technical details.

For a given connection $(\nabla, \mathcal{V})$ (with $\mathcal{V}$ of degree -1 ), a subobject is a saturated line bundle $\mathcal{L} \subset \mathcal{V}$, invariant under $\nabla$. Then $\mathcal{L}$ has local equations $\frac{\mathrm{d}}{\mathrm{d} z}+\epsilon_{0} \frac{\theta_{0}}{2}, \frac{\mathrm{~d}}{\mathrm{~d} z}-\epsilon_{1} \frac{\theta_{1}}{2}$ and $\frac{\mathrm{d}}{\mathrm{d} z}-\epsilon_{2} \frac{t z+\theta}{2}-\frac{1}{2 z}$ at the points $z=0,1, \infty$ for certain $\epsilon_{0}, \epsilon_{1}, \epsilon_{2} \in\{ \pm 1\}$. Then the degree of $\mathcal{L}$ is equal to $-1 / 2-$ $\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}$. We require that any $(\nabla, \mathcal{V})$ has at most one subobject and that the degree of this subobject is -1 . In order to avoid the possibility of subobjects of degree $<-1$, we make in the sequel the following restriction "restr" on the parameters $\theta_{0}, \theta_{1}, \theta$ :

$$
-1 / 2-\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2} \in \mathbb{Z}_{<-1}
$$

is not possible for $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{3}$.
For the case $\theta_{0} \in \mathbb{Z}$, the objects $(\mathcal{V}, \nabla)$ are provided with an additional structure called "parabolic structure". This consist of a one-dimensional $\nabla$-invariant subspace of $\mathcal{V} \otimes \mathbb{C}((z))$. The case $\theta_{1} \in \mathbb{Z}$ is similar.

## Comments.

(1) The reason for the choice: "degree of $\mathcal{V}$ is -1 " is the following. In general, $\mathcal{V} \cong O(k) e_{1} \oplus$ $O(-k-1) e_{2}$ with $k \geq 0$. If $k>0$, then $O(k) e_{1}$ is a subobject ruled out by the restriction on subobjects. This implies $k=0$ and the underlying sheaf of the connections can be identified with the subsheaf $\mathcal{V}=O e_{1} \oplus O(-[\infty]) e_{2}$ of $O e_{1} \oplus O e_{2}$.
(2) The generic fibre $M$ of a connection $(\mathcal{V}, \nabla)$, as above, is a differential module over $\mathbb{C}(z)$ with invariant local lattices at $z=0,1, \infty$. One can change the local lattices by shifting the $\theta_{0}, \theta_{1}, \theta$ over elements in $2 \mathbb{Z}$ and obtain another connection with generic fibre $M$. This defines in fact a Bäcklund transformation. By doing so, one can obtain parameters for $M$ satisfying "restr".
(3) In order to make $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ explicit, one computes the objects $(\mathcal{V}, \nabla)$ which admit two subobjects of degree -1 (see Section 5.1).
(4) Parameters $\left\{\theta_{*}\right\}$ are called exceptional, (if "restr" holds and) if the equation $-1 / 2-\epsilon_{2} \frac{\theta}{2}+$ $\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}=-1$ has a solution with $\epsilon_{2}=-1, \epsilon_{0}, \epsilon_{1} \in\{ \pm 1\}$ and a solution with $\epsilon_{2}=1$, $\epsilon_{0}, \epsilon_{1} \in\{ \pm 1\}$. The exceptional parameters are in fact

$$
\left(\theta=0,-\epsilon_{0} \theta_{0}+\epsilon_{1} \theta_{1}=-1\right), \quad\left(\theta_{0}= \pm 1, \theta= \pm \theta_{1}\right), \quad\left(\theta_{1}= \pm 1, \theta= \pm \theta_{0}\right)
$$

In order to define the Riemann-Hilbert morphism for exceptional parameters, one refines the space of connection. Let $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ denote the locus in $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ where the reducible objects correspond to $\epsilon_{2}=-1$. Further, $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$ is the locus where the reducible objects correspond to $\epsilon_{2}=1$. A moduli space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ for the monodromy is constructed from the identity $\operatorname{mon}_{0} \cdot \operatorname{mon}_{1}=\operatorname{mon}_{\infty}$, where the $\left\{\operatorname{mon}_{*}\right\}$ are the local topological monodromies at $0,1, \infty$, and from the monodromy identity which expresses $\operatorname{mon}_{\infty}$ as a product of the formal monodromy and two Stokes matrices. This moduli space depends in a delicate way on the possibilities for subobjects of the space of connections. In case of exceptional parameters, one defines two spaces $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ and $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$ which correspond to the similar refinement for the space of connections. The above monodromy space is also provided with parabolic structures for the cases $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$. This structure consists of an invariant line for the local monodromy at $z=0$ and/or the local monodromy at $z=1$.

In $[20$, Section 3.2$]$, the moduli space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is seen as a representation of the wild fundamental groupoid and the monodromy identity is also present in that context.

The main result (Theorem 6.1): If the parameters satisfy "restr" and are not exceptional, then the extended Riemann-Hilbert morphism

$$
\mathrm{RH}^{+}: \mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \times \mathbb{C}
$$

is an isomorphism. Moreover, for exceptional parameters the same holds after adding $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ to both spaces.

This implies the Painlevé property for the solutions of $\mathrm{P}_{5}$ and provides a comparison of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ with the Okamoto-Painlevé spaces.

Some "natural" moduli spaces of connections of rank 4, related to $\mathrm{P}_{5}$, are introduced. The corresponding Lax pairs are identified with the Lax pairs of Noumi-Yamada for $\mathrm{P}_{5}$. All Bäcklund transformations for $\mathrm{P}_{5}$ are explicit from these Lax pairs.

Now we discuss some more details of the paper. The construction of moduli spaces starts in Section 2 by defining a set $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ of pairs $(M, u)$, where $M$ is a differential module of dimension 2 over $\mathbb{C}(z)$ and $u \in \mathbb{C}$. Further, $M$ has regular singular points $z=0$ and $z=1$ with local eigenvalues $\pm \frac{\theta_{0}}{2}$ and $\pm \frac{\theta_{1}}{2}$. Moreover, the point $z=\infty$ is an irregular singularity with (generalized) eigenvalues $\pm \frac{t z+\theta_{\infty}}{2}$ and $t=\mathrm{e}^{2 \pi \mathrm{i} u}$.

The choice of the parameters $\left\{\theta_{*}\right\}$ and the parabolic structures (in case $\theta_{0}$ and/or $\theta_{1}$ are in $\mathbb{Z}$ ) determines a connection with generic fibre $M$. We assume again that $\left\{\theta_{*}\right\}$ satisfies "restr". Further, we allow for at most one proper submodule $L \subset M$. If $L$ exists, then the degree of the corresponding saturated line bundle $\mathcal{L}$ is required to be -1 . In case of exceptional parameters we refine this set into the two sets $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$ and $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$.

The monodromy data for objects of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ are given by local monodromy matrices, Stokes matrices and parabolic structure. In Section 3, the construction of the fine moduli space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is explained. In the presence of reducible objects this space required a more refined description, see Section 1.1 and page 10.

It is shown that $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is simply connected. It is a resolution of the monodromy space obtained in [22, Sections 3.2 and 4.3], if one assumes that the parameters satisfy "restr" and are not exceptional; indeed, see Remark 3.3 (b).

In the exceptional case, the monodromy space is refined into spaces $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$ and $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$.

As always we assume "restr". If the parameters are not exceptional, then the natural map $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C}) \times \mathbb{C}$ is a bijection. If the parameters are exceptional, then a similar natural bijection is valid after adding $\epsilon_{2}=1$ or $\epsilon_{2}=-1$ to both sides.

In Section 4, one considers the vector bundle $\mathcal{V}=O e_{1} \oplus O(-[\infty]) e_{2}$, subbundle (of degree -1 ) of the free vector bundle $O e_{1} \oplus O e_{2}$ on $\mathbb{P}^{1}$. The data for every object $(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ produce a unique connection $\nabla(M): \mathcal{V} \rightarrow \Omega([0]+[1]+2[\infty]) \otimes \mathcal{V}$ with prescribed data at the singular points $0,1, \infty$. The generic fibre of $\nabla(M)$ is the differential module $M$ (including data). This leads to a moduli functor and a fine moduli space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

It is shown that the extended Riemann-Hilbert morphism $\mathrm{RH}^{+}$is an isomorphism if $\theta_{0}, \theta_{1} \notin \mathbb{Z}$, the parameters satisfy "restr" and are not exceptional. In the exceptional case, the statement remains valid after adding $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ to all spaces.

The reducible locus, corresponding to the reducible $M \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is computed in Section 5 . In the presence of reducible objects the definition of $\mathcal{M}$ has to be refined, see Section 1.1 and page 18 for details. Isomonodromy in the sublocus of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ corresponding to reducible modules produces the Riccati solutions for $\mathrm{P}_{5}$. The parabolic structure is again studied in Section 6 in order to prove the main result, Theorem 6.1, namely: The extended RiemannHilbert morphism is an isomorphism for parameters satisfying "restr" (and adding $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ for the exceptional cases).

In Section 7, a standard computation with Lax Pairs produces the usual differential equation for $\mathrm{P}_{5}$. From the extended Riemann-Hilbert map $\mathrm{RH}^{+}$one can read off and find the formulas for
some Bäcklund transformations. However, some are missing. Noumi and Yamada constructed a Lax pair for $\mathrm{P}_{5}$ from which one can read off all Bäcklund transformations.

Our contribution in Section 8 to this is to provide a natural moduli space of connections $\mathcal{M}_{4}$ and a corresponding monodromy space $\mathcal{R}_{4}$, which produce the Lax pair of Noumi-Yamada. The moduli space $\mathcal{M}_{4}$ is associated to the set of differential modules $M$ of dimension 4 over $\mathbb{C}(z)$ such that:
(a) $\Lambda^{4} M$ is trivial,
(b) $z=0$ is regular singular,
(c) $z=\infty$ is irregular singular, and its generalized eigenvalues are $z^{1 / 2}+t z^{1 / 4}$ and its conjugates.

A direct computation of a matrix differential operator for $\mathcal{M}_{4}$ seems rather difficult. Instead, one gives a module $M \in \mathcal{M}_{4}$ the interpretation of a differential module $N$ over $\mathbb{C}\left(z^{1 / 4}\right)$ provided with a symmetry $\sigma$ of order 4. Explicit formulas for $N$ and $M:=N^{\langle\sigma\rangle}$ are inspired by [23, Section 12.5]. The resulting Lax pair is identical to the one in [26]. A calculation of the Lax pair for $N$ instead of $M$ produces at once a polynomial Hamiltonian for $\mathrm{P}_{5}$ which is, up to a linear change of coordinates, also present in Okamoto's work.

## Comparison with work of Ph. Boalch

In the remainder of this introduction, we follow a suggestion by the referee of earlier versions of this text, by presenting details of the subtle comparison of our work with the paper [2] by Ph. Boalch. We note that the paper [3] extends the constructions and results of [2] to connections on algebraic curves of higher genus. We will not discuss [3].

Firstly, we describe some details of [2], relevant for the comparison. The data $\mathbb{A}$ denotes a set of singular points $\left\{a_{1}, \ldots, a_{m}\right\} \subset \mathbb{P}^{1}$ together with for each point the type of the singularity. For a local coordinate $w$ at a singular point $a_{j}$, the differential operator is supposed to have the form $\frac{\mathrm{d}}{\mathrm{d} w}+\frac{A_{k}}{w^{k}}+\frac{A_{k-1}}{w^{k-1}}+\cdots$ with $k \geq 1$ such that $A_{k}$ has distinct eigenvalues for $k \geq 2$ and the eigenvalues are also distinct modulo $\mathbb{Z}$ in case $k=1$. The "type" of the singularity $a_{j}$ is the principle part of this operator.

Associated to $\mathbb{A}$ are moduli sets $\mathcal{M}^{*}(\mathbb{A}) \subset \mathcal{M}(\mathbb{A})$ and $M(\mathbb{A})$. The first one is the set of isomorphy classes of connections with data $\mathbb{A}$ on a trivial vector bundle of rank 2 on $\mathbb{P}^{1}$. The second moduli set is the same but now with "trivial vector bundle" replaced by "vector bundle of degree zero". Finally, $M(\mathbb{A})$ is a moduli set for the analytic data, i.e., monodromy, Stokes matrices (and links) associated to $\mathbb{A}$.

The set $\mathcal{M}^{*}(\mathbb{A})$ is identified with $O_{1} \times \cdots \times O_{m}$ modulo the action by conjugation of $G=\mathrm{GL}_{n}$. Here each $O_{j}$ is a $G_{k_{j}}:=\mathrm{GL}_{n}\left(\mathbb{C}[\zeta] / \zeta^{k_{j}}\right)$-orbit in the Lie algebra of the group $G_{k_{j}}$. Since (co)adjoint orbits have a natural symplectic structure, the same holds for $O_{1} \times \cdots \times O_{m}$. Now $\mathcal{M}^{*}(\mathbb{A})$, regarded as variety, is defined as the categorical quotient $\left(O_{1} \times \cdots \times O_{m}\right) / / G$. We note in passing that this categorical quotient need not be a geometric quotient and that $\left(O_{1} \times \cdots \times O_{m}\right) / / G$ can have singularities. A priori, the moduli set $\mathcal{M}(\mathbb{A})$ is not given a structure of algebraic variety.

The $C^{\infty}$-method of B. Malgrange et al. to deal with the Stokes phenomenon provides the structure of an algebraic variety on $M(\mathbb{A})$ and its symplectic structure. We omit details.

A main result of $[2]$ states that the Riemann-Hilbert morphism $v: \mathcal{M}^{*}(\mathbb{A}) \rightarrow M(\mathbb{A})$ is a symplectic, analytic isomorphism onto its image, which is a dense open subset of $M(\mathbb{A})$. Moreover, $v$ extends to a bijection $v^{\text {ext }}: \mathcal{M}(\mathbb{A}) \rightarrow M(\mathbb{A})$. The bijection $v^{\text {ext }}$ provides $\mathcal{M}(\mathbb{A})$ with the structure of symplectic analytic variety. The restriction of these structures to $\mathcal{M}^{*}(\mathbb{A})$ coincides with the already constructed data.

A further step is to replace the fixed data $\mathbb{A}$ by deformation data, say consisting of a "time variable" $t \in T$. Then the set $M(\mathbb{A})$ is closely related to our construction of $\mathcal{R} \times T$, where $\mathcal{R}$ is "our" monodromy space: this is the transparent structure of $\mathcal{R}$ derived by the technique of J. Martinet, J.-R. Ramis, B.L.J. Braaksma et al. of (multi)summation applied to Stokes theory. We believe that it can be verified that the algebraic structures and the symplectic structures of $M(\mathbb{A})$ and $\mathcal{R} \times T$ coincide.

Consider now the case $\mathrm{P}_{5}$ (not made explicit in [2]). Then $\mathbb{A}$ corresponds to singularities $0,1, \infty$ with eigenvalues $\pm \frac{\theta_{0}}{2}, \pm \frac{\theta_{1}}{2}, \pm \frac{t z+\theta_{\infty}}{2}$ with $\theta_{0}, \theta_{1} \notin \mathbb{Z}$. The connections on the trivial bundle produce a variety $\mathcal{M}^{*}(\mathbb{A})$ as a quotient $O_{0} \times O_{1} \times O_{\infty} / / G$, where $G=\mathrm{GL}_{2}$.

If this is seen as categorical quotient, then the space has singularities, due to reducibility, for special values of the $\theta$ 's. In such a case it is not a geometric quotient. After leaving out the locus corresponding to reducible modules, there is a good geometric quotient. We assume that this is a good interpretation of Boalch's moduli space $\mathcal{M}^{*}(\mathbb{A})$.

Not every differential module $M$ with the above data can be realized as connection on a trivial bundle. However, every $M$ can be represented by a connection on a vector bundle with degree -1 . After putting a restriction on the parameters and the reducible modules, "our" space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is obtained as good geometric quotient under the group $G$. Moreover, a natural symplectic structure can be deduced. We conclude that $\mathcal{M}^{*}(\mathbb{A})$ is a Zariski open subset of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. It can probably be identified with the complement of the tau-divisor; see [25, Section 3.3.4] for details in analogous cases.

We note that for all cases $\mathrm{P}_{1}-\mathrm{P}_{6}$ the choice of a vector bundle of rank 2 and degree -1 leads to a good moduli space of connections.

We observe that every $M$, as above, can be realized as connection on a vector bundle of degree 0 . Thus $\mathcal{M}(\mathbb{A})$ is closely related to $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

## 2 The set $\mathrm{S}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{\infty}\right)$ of differential modules

Fix parameters $\theta_{0}, \theta_{1}, \theta_{\infty} \in \mathbb{C}$. Put $\theta=\theta_{\infty}+1$ and $t=\mathrm{e}^{2 \pi \mathrm{i} u}$. We consider a set $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ of pairs ( $M, u$ ) (up to isomorphism) with $u \in \mathbb{C}$ and $M$ a differential module over $\mathbb{C}(z)$, defined by the following properties:
(1) $M$ has dimension two; det $M=\Lambda^{2} M$ is the trivial one-dimensional differential module; $M$ has at most singularities at $z=0,1, \infty$.
(2) The point $z=0$ is regular singular and $\mathbb{C}((z)) \otimes M$ can be represented by the differential operator $\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z} A_{0}$, where $A_{0}$ is a $(2 \times 2)$-matrix with entries in $\mathbb{C} \llbracket z \rrbracket$ and $A_{0} \bmod (z)$ has eigenvalues $\pm \frac{\theta_{0}}{2}$.
(3) The point $z=1$ is regular singular and $\mathbb{C}((z-1)) \otimes M$ can be represented by the operator $\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z-1} A_{1}$, where $A_{1}$ is a $(2 \times 2)$-matrix with entries in $\mathbb{C} \llbracket z-1 \rrbracket$ and $A_{1} \bmod (z-1)$ has eigenvalues $\pm \frac{\theta_{1}}{2}$.
(4) The point $z=\infty$ is irregular singular and $\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes M$ can be represented by the operator

$$
\frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z} \cdot\left(\begin{array}{cc}
\frac{t z+\theta_{\infty}}{2} & 0 \\
0 & -\frac{t z+\theta_{\infty}}{2}
\end{array}\right)
$$

Comments. The "datum" $u$ is attached to the module $M$ in order to distinguish the two generalized local exponents $\pm \frac{t z+\theta_{\infty}}{2}$ at $z=\infty$. The aim is to construct a moduli space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ of connections with a natural bijection $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C}) \rightarrow \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

For the monodromy, we will construct a moduli space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. The term $u$, and not only $t$, is needed for the definition of the Riemann-Hilbert morphism RH: $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow$ $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.
(5) The following technical condition on reducible modules $M$ : A reducible module $M$, satisfying (1)-(4), belongs to $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ if it has only one submodule $L$ of dimension 1 and moreover $L$ satisfies a certain condition. Namely, $L$ gives rise to a tuple $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{3}$ and an integer $k=-\frac{1}{2}-\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}$. We require that $k=-1$. Moreover, we avoid the possibility of an integer $k<-1$. This leads to the assumption of condition "restr" (see Section 1.1, Corollary 2.2 and Remark 2.3 for details). Parameters $\left\{\theta_{*}\right\}$ are exceptional if both $\epsilon_{2}=-1$ and $\epsilon_{2}=1$ occurs for reducible objects with degree -1 . For exceptional parameters, the definition of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is refined by introducing the sets $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ and $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$. For the first one, we require additionally for reducible modules that $\epsilon_{2}=-1$. For the second set, we require additionally that $\epsilon_{2}=1$. For not exceptional parameters, we keep the notation $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

Comments. For the above submodule $L$, the local data at the points $0,1, \infty$ are $\frac{\mathrm{d}}{\mathrm{d} z}+\epsilon_{0} \frac{\theta_{0}}{2 z}$, $\frac{\mathrm{d}}{\mathrm{d} z}-\epsilon_{1} \frac{\theta_{1}}{2(z-1)}$ and $\frac{\mathrm{d}}{\mathrm{d} z}-\epsilon_{2} \frac{t z+\theta}{2 z}-\frac{1}{2 z}$. Furthermore, $k$ is the degree of the line bundle $\mathcal{L}$ corresponding to $L$ and the lattices described by the local data.

Split modules $M$ (i.e., direct sums of submodules of dimension 1), satisfying (1)-(4), may produce a bad singularity or non-separated moduli spaces. Therefore, split modules are not admitted in any set $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

If one admits (for given exceptional parameters) reducible modules for both cases $\epsilon_{2}=-1$ and $\epsilon_{2}=1$, then the construction of the moduli space for the connections and/or the one for the monodromy could produce non-separated spaces. The exceptional parameters are

$$
\left(\theta=0,-\epsilon_{0} \theta_{0}+\epsilon_{1} \theta_{1}=-1\right), \quad\left(\theta_{0}= \pm 1, \theta= \pm \theta_{1}\right), \quad\left(\theta_{1}= \pm 1, \theta= \pm \theta_{0}\right)
$$

see Sections 1.1, 3 (v) (c) and 5.1 for more details.
For $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$, another refinement of the definition of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is needed. This consists of the additional data of one or two lines, namely:
(6) For $\theta_{0} \in \mathbb{Z}$, it is a line $\mathbb{C} v \subset \mathbb{C}((z)) \otimes M$ such that $D(v)=-\frac{\left|\theta_{0}\right|}{2} v$.
(7) For $\theta_{1} \in \mathbb{Z}$, it is a line $\mathbb{C} v \subset \mathbb{C}((z-1)) \otimes M$ such that $D(v)=-\frac{\left|\theta_{1}\right|}{2} v$. The lines are called eigenlines and the additional data is called a parabolic structure or a level structure.

Explanation of the conditions (6) and (7). Consider a differential module $M$ over $\mathbb{C}(z)$ satisfying (1)-(5). Write $D: M \rightarrow M$ for its differential operator with $D(f \cdot m)=\frac{\mathrm{d} f}{\mathrm{~d} z} \cdot m+f \cdot D(m)$. We want to attach to $M$ an "invariant lattice at $z=0$ with data $\theta_{0}$ ". This is a $\mathbb{C} \llbracket z \rrbracket$-lattice $\Lambda \subset \mathbb{C}((z)) \otimes M$ such that $z D(\Lambda) \subset \Lambda$ and $z D$ induces on $\Lambda / z \Lambda$ a linear operator with eigenvalues $\pm \frac{\theta_{0}}{2}$. In general $\Lambda$ is unique, except possibly for $\theta_{0} \in \mathbb{Z}_{\neq 0}$. In the latter case, the parabolic structure, namely the eigenline $\mathbb{C} v$, leads to a unique possibility for $\Lambda$. Without the parabolic structure the (to be constructed) moduli space of connections would have singularities or its set of closed points would differ from $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. The parabolic structure produces a natural resolution of the singularities that one would have otherwise. The technical Lemma 2.1 provides the verification of the above statements. In Section 6 there is another formulation of this lemma.

Lemma 2.1. Consider differential modules $M=(M, D)$ over $\mathbb{C}((z))$ with $D(f \cdot m)=z \frac{\mathrm{~d} f}{\mathrm{~d} z} \cdot m+$ $f \cdot D(m)$. Let $L=\mathbb{C}((z)) e$ be defined by $D e=\frac{1}{2} e$. Let $N$ be a differential module with $\operatorname{dim} N=2$, $\operatorname{det} N$ is trivial and $N$ has a D-invariant lattice $\Lambda$ such that $D$ has eigenvalues $\pm \frac{\theta}{2}$ for its action on $\Lambda / z \Lambda$.
(1) The $D$-invariant lattice $\Lambda$ is unique except in the cases:
(a) $\theta \in \mathbb{Z}_{\neq 0}$ is even and $N$ is trivial,
(b) $\theta \in \mathbb{Z}_{\neq 0}$ is odd and $L \otimes N$ is trivial.
(2) Let $\theta=m \in \mathbb{Z}_{>0}$ and suppose that (1a) or (1b) holds. Let $\mathcal{L A}$ denote the set of $D$-invariant lattices $\Lambda$ such that $D$ has eigenvalues $\pm \frac{m}{2}$ on $\Lambda / z \Lambda$. Let $\mathcal{L I}$ denote the set of lines $\mathbb{C} v \neq 0$ in $N$ such that $D(v)=-\frac{m}{2} v$. Every lattice $\Lambda \in \mathcal{L A}$ contains a unique $\mathbb{C} v \in \mathcal{L I}$. This defines a bijection $\mathcal{L A} \rightarrow \mathcal{L \mathcal { I }}$. Fix a basis $b_{1}, b_{2}$ of $N$ such that $D\left(b_{1}\right)=-\frac{m}{2} b_{1}, D\left(b_{2}\right)=$ $\frac{m}{2} b_{2}$. The set $\mathcal{L I}$ identifies with the projective complex line $\mathbb{P}\left(\mathbb{C} b_{1}+\mathbb{C} z^{-m} b_{2}\right)$.
(3) Suppose $\theta \in \mathbb{Z}_{\geq 0}$. There is a unique line $\mathbb{C} v \neq 0$ in $N$ with $D(v)=-\frac{\theta}{2} v$, expect for cases (1a), (1b) and the case where $N$ is trivial and $\theta=0$. In the last case the set of those lines forms the projective line $\mathbb{P}(\{n \in N \mid D(n)=0\})$.

Proof. Suppose $\theta \neq 0$. The choice of a $D$-invariant lattice for $N$ produces a differential operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+A$ where $A$ has entries in $\mathbb{C} \llbracket z \rrbracket$ and $A \equiv\left(\begin{array}{cc}\lambda & 0 \\ 0 & -\lambda\end{array}\right) \bmod (z)$ and $\lambda=-\frac{\theta}{2}$. By conjugation with a matrix $U=1+U_{1} z+U_{2} z^{2}+\cdots$ (all $U_{i}$ are $\left(2 \times 2\right.$ )-matrices, $U_{0}:=1$ ) we try to obtain $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}\lambda & 0 \\ 0 & -\lambda\end{array}\right)$. This leads to $U\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+A\right)=\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}\lambda & 0 \\ 0 & -\lambda\end{array}\right)\right) U$. Write $A=A_{0}+A_{1} z+A_{2} z^{2}+\cdots$ with $A_{0}=\left(\begin{array}{cc}\lambda & 0 \\ 0 & -\lambda\end{array}\right)$ and all $A_{j}$ are $(2 \times 2)$-matrices. Then one obtains equations

$$
\sum_{n \geq 1} \sum_{i=1}^{n}\left(U_{n-i} A_{i}\right) z^{n}=\sum_{n \geq 1}\left(n U_{n}+A_{0} U_{n}-U_{n} A_{0}\right) z^{n}
$$


If $\theta=-2 \lambda \notin \mathbb{Z}$, there is a unique solution $U=1+U_{1} z+U_{2} z^{2}+\cdots$. The given lattice has a basis $b_{1}, b_{2}$ with $D\left(b_{1}\right)=\lambda b_{1}, D\left(b_{2}\right)=-\lambda b_{2}$.

Any $D$-invariant lattice $\tilde{\Lambda}$ such that $D$ has eigenvalues $\pm \lambda$ on $\tilde{\Lambda} / z \tilde{\Lambda}$ has a basis $\tilde{b}_{1}, \tilde{b}_{2}$ with $D\left(\tilde{b}_{1}\right)=\lambda \tilde{b}_{1}, D\left(\tilde{b}_{2}\right)=-\lambda \tilde{b}_{2}$. The matrix $\left(\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right)$ relating the two bases has the property

$$
\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & 0 \\
0 & -\lambda
\end{array}\right)\right)=\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & 0 \\
0 & -\lambda
\end{array}\right)\right)\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right) .
$$

Using $\left(\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{C}((z)))$ one obtains $x_{1}, x_{4} \in \mathbb{C}^{*}$ and $x_{2}=x_{3}=0$. Thus $\tilde{\Lambda}$ coincides with the given $D$-invariant lattice.

Case $\theta=-2 \lambda \in \mathbb{Z}_{\neq 0}$. We suppose for convenience that $\theta=m \in \mathbb{Z}_{>0}$. The above system of equations shows that the equations for the $U_{n}$ have unique solutions for $n \neq m$. There might not be a solution for $U_{m}$. This implies that the given lattice has a basis $b_{1}, b_{2}$ such that $D\left(b_{1}\right)=\lambda b_{1}$ and $D\left(b_{2}\right)=-\lambda b_{2}+a z^{m} b_{1}$ where $a \in \mathbb{C}$.

The subcase $a \neq 0$. We may normalize to $a=1$. A straightforward calculation shows that there is no element $v \in N-\mathbb{C} z^{m} b_{1}$ with $D(v)=-\lambda v$. Any $D$-invariant lattice $\tilde{\Lambda}$ in $N$ such that $D$ has eigenvalues $\pm \lambda$ on $\tilde{\Lambda} / z \tilde{\Lambda}$ has a basis $\tilde{b}_{1}, \tilde{b}_{2}$ with similar properties. Comparing the two lattices produces (as before) an equality

$$
\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & z^{m} \\
0 & -\lambda
\end{array}\right)\right)=\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & z^{m} \\
0 & -\lambda
\end{array}\right)\right)\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)
$$

with $\left(\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{C}((z)))$. This leads to the matrix equation

$$
z \frac{\mathrm{~d}}{\mathrm{~d} z}\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)=-m \cdot\left[\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right),\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & -\frac{1}{2}
\end{array}\right)\right]+z^{m} \cdot\left[\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right] .
$$

The solutions of this system of equations are $x_{1}=x_{4} \in \mathbb{C}^{*}, x_{3}=0$ and $x_{2}=c \cdot z^{m}$ with $c \in \mathbb{C}$. Hence $\tilde{\Lambda}$ coincides with the given $D$-invariant lattice.

The subcase $a=0$. Two $D$-invariant lattices such that $D \bmod (z)$ has the eigenvalues $\pm \lambda$, are related by a matrix $\left(\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{C}((z)))$ satisfying

$$
\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & 0 \\
0 & -\lambda
\end{array}\right)\right)=\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}
\lambda & 0 \\
0 & -\lambda
\end{array}\right)\right)\left(\begin{array}{cc}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)
$$

The solutions are $\left(\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right)=\left(\begin{array}{cc}c_{1} & c_{2} z^{m} \\ c_{3} z^{-m} & c_{4}\end{array}\right)$ with $c_{1}, c_{2}, c_{3}, c_{4} \in \mathbb{C}$ and $c_{1} c_{4}-c_{2} c_{3} \neq 0$. The two $D$-invariant lattices are equal if and only if $c_{3}=0$. The conclusion is that there are many $D$-invariant lattices such that $D$ has, modulo $(z)$, eigenvalues $\pm \lambda$. This proves statement (1) of the lemma.

Using the form of the matrix $\left(\begin{array}{cc}c_{1} & c_{2} z^{m} \\ c_{3} z^{-m} & c_{4}\end{array}\right)$, one deduces statement (2) of the lemma. Furthermore, the case $a=0$ corresponds to $N$ is trivial if $\theta$ is even and $N \otimes L$ is trivial if $\theta$ is odd.

The case $\theta=0$. Let $\Lambda$ be a $D$-invariant lattice such that $D$ has on $\Lambda / z \Lambda$ only 0 as eigenvalue. Then $\Lambda$ has a basis $b_{1}, b_{2}$ such that $D$ becomes the operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right)$ with $a \in \mathbb{C}$. The module $N$ is trivial if and only if $a=0$. As above one verifies that there is only one $D$-invariant lattice with this property.

Finally, if $a=0$ then a basis $b_{1}, b_{2}$ exists with $D\left(b_{1}\right)=D\left(b_{2}\right)=0$. Hence $D(v)=0$ if and only if $v \in \mathbb{C} b_{1}+\mathbb{C} b_{2}$.

Corollary 2.2. Suppose that the parameters satisfy "restr" and let $\mathcal{V}$ denote the vector bundle $O e_{1}+O(-[\infty]) e_{2}$.
(1) Consider non exceptional parameters $\left\{\theta_{*}\right\}$, i.e., excluded are

$$
\left(\theta=0,-\epsilon_{0} \theta_{0}+\epsilon_{1} \theta_{1}=-1\right), \quad\left(\theta_{0}= \pm 1, \theta= \pm \theta_{1}\right), \quad\left(\theta_{1}= \pm 1, \theta= \pm \theta_{0}\right)
$$

For every module $(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ there is a unique connection $\nabla: \mathcal{V} \rightarrow \Omega([0]+[1]+$ $2[\infty])) \otimes \mathcal{V}$ with local data defined by the parameters and generic fibre $M$. Moreover, the line bundle $O e_{1}$ is not invariant under $\nabla$.
Conversely, suppose that the connection $\nabla: \mathcal{V} \rightarrow \Omega([0]+[1]+2[\infty]) \otimes \mathcal{V}$ has the local data defined by the parameters and that the line bundle $O e_{1}$ is not invariant under $\nabla$. Then there is $a(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ where $M$ is the generic fibre of $\nabla$.
(2) Consider exceptional parameters $\left\{\theta_{*}\right\}$. For every $(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ there is a unique connection $\nabla: \mathcal{V} \rightarrow \Omega([0]+[1]+2[\infty]) \otimes \mathcal{V}$ with the local data defined by the parameters and with generic fibre $M$. Moreover, for every invariant saturated line bundle $\mathcal{L} \subset \mathcal{V}$ one has $\mathcal{L} \neq O e_{1}$ and $\epsilon_{2}=-1$.

Conversely, for any connection $\nabla$ with the above properties and generic fibre $M$ there exists an element $(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$.

The above statements hold with $\epsilon_{2}=-1$ replaced by $\epsilon_{2}=1$.
Proof. Proof of part (1). Write $D$ for the differential on $M$. We provide $M$ with "invariant lattices" $\Lambda$ at the points $0,1, \infty$. For $z=0$ this means that $\Lambda \subset \mathbb{C}((z)) \otimes M$ is a free $\mathbb{C} \llbracket z \rrbracket$-module of rank 2 with the properties $\mathbb{C}((z)) \otimes \Lambda=\mathbb{C}((z)) \otimes M$ and $z D(\Lambda) \subset \Lambda$. We require that $z D$ has on $\Lambda / z \Lambda$ eigenvalues $\pm \frac{\theta_{0}}{2}$. The condition on the lattice at $z=1$ is similar. The condition on the lattice $\Lambda$ at $z=\infty$ is that $\Lambda$ has a basis such that $D$ on this basis has the operator form $\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z}\left(\begin{array}{cc}x-\frac{1}{2} & 0 \\ 0 & -x-\frac{1}{2}\end{array}\right)$ where $x=\frac{t z+\theta}{2}$ and $\theta=\theta_{\infty}+1$.

The first two lattices exist and are unique if $\theta_{0}, \theta_{1} \notin \mathbb{Z}$. For $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$ unique lattices are produced by Lemma 2.1. One easily verifies the existence and uniqueness for the invariant lattice at $z=\infty$.

This leads to a connection $\nabla: \mathcal{W} \rightarrow \Omega([0]+[1]+2[\infty]) \otimes \mathcal{W}$ with generic fiber $M$. Since $\mathcal{W}$ has degree -1 we can identify $\mathcal{W}$ with the vector bundle $O(k[\infty]) e_{1}+O((-1-k)[\infty]) e_{2}$.

For $k \geq 1$, the operator $D=\nabla_{\frac{\mathrm{d}}{}}^{\mathrm{d} z}$ has on the basis $e_{1}, e_{2}$ the form $\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z(z-1)}\left(\begin{array}{l}a \\ 0 \\ 0 \\ -a\end{array}\right)$ with $a=a_{0}+a_{1} z+a_{2} z^{2}$ and $c$ a polynomial of some degree $\leq 3+2 k$. One finds equations

$$
a_{0}^{2}=\left(\frac{\theta_{0}}{2}\right)^{2}, \quad\left(a_{0}+a_{1}+a_{2}\right)^{2}=\left(\frac{\theta_{1}}{2}\right)^{2}
$$

and by using the generators $z^{k} e_{1}, z^{-1-k} e_{2}$ of $\mathcal{W}$ at $\infty$ one obtains

$$
a_{2}^{2}=\left(\frac{t}{2}\right)^{2}, \quad 2 a_{1} a_{2}+2 a_{2}^{2}+(1+2 k) a_{2}=\frac{t \theta}{2} .
$$

Thus there are $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{3}$ with

$$
a_{0}=\epsilon_{0} \frac{\theta_{0}}{2}, \quad a_{2}=\epsilon_{2} \frac{t}{2}, \quad a_{1}=-\epsilon_{0} \frac{\theta_{0}}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{2} \frac{t}{2}, \quad k=-\frac{1}{2}+\epsilon_{2} \frac{\theta}{2}-\epsilon_{1} \frac{\theta_{1}}{2}+\epsilon_{0} \frac{\theta_{0}}{2}
$$

This contradicts part (5) of the assumptions on $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Thus we have $k=0$ and $\mathcal{W}=\mathcal{V}$. If the line bundle $O e_{1}$ is invariant under $\nabla$, then the same computation provides a contradiction.

A similar computation proves the last statement of part (1).
Proof of part (2). It suffices to remark that, by definition, the reducible connections $\nabla$ that are admitted correspond with the reducible objects that are admitted in $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$. The same remark holds for $\epsilon_{2}=1$.

Remark 2.3. Let $M$ be a reducible object of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. The submodule $L$ of $M$ is represented by a line bundle $\mathcal{L} \subset \mathcal{V}$ with local data $\frac{\mathrm{d}}{\mathrm{d} z}+\epsilon_{0} \frac{\theta_{0}}{2 z}, \frac{\mathrm{~d}}{\mathrm{~d} z}-\epsilon_{1} \frac{\theta_{1}}{2(z-1)}$ and $\frac{\mathrm{d}}{\mathrm{d} z}-\epsilon_{2} \frac{t z+\theta}{2 z}-\frac{1}{2 z}$. Therefore, $\mathcal{V} / \mathcal{L}$ is again a line bundle. By the assumption "restr", the degree of $\mathcal{L}$ is 0 or -1 . Since degree zero is excluded by part (5) of the definition of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, the degree of $\mathcal{L}$ is -1 .

## 3 Definition of the monodromy space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$

The next step is to convert the analytic data for the modules in $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ into a moduli space. As before, we assume that "restr" holds for the parameters.

As in Section 2, additional data are added in order to have a good "geometric quotient" without singularities. The analytic data associated to any $(M, u) \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is represented by the five matrices defined below.
(i) The monodromy matrix $\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$ at $z=0$ with eigenvalues $\mathrm{e}^{ \pm \pi i \theta_{0}}$ and with $s_{1}=\mathrm{e}^{\pi i \theta_{0}}+$ $\mathrm{e}^{-\pi \mathrm{i} \theta_{0}}$.
(ii) The monodromy matrix $\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$ at $z=1$ with eigenvalues $\mathrm{e}^{ \pm \pi \mathrm{i} \theta_{1}}$ and with $s_{2}=\mathrm{e}^{\pi \mathrm{i} \theta_{1}}+$ $\mathrm{e}^{-\pi \mathrm{i} \theta_{1}}$.
(iii) The formal monodromy matrix $\left(\begin{array}{cc}\alpha & 0 \\ 0 & \frac{1}{\alpha}\end{array}\right)$ at $z=\infty$ with eigenvalue $s_{3}:=\alpha=\mathrm{e}^{\pi \mathrm{i} \theta_{\infty}}$ and the two Stokes matrices $\left(\begin{array}{cc}1 & 0 \\ f_{2} & 1\end{array}\right),\left(\begin{array}{cc}1 & f_{1} \\ 0 & 1\end{array}\right)$.
(iv) The relation between these matrices reads, with a slight variation on the notation used in [22, Section 3.2.1],

$$
\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right) \cdot\left(\begin{array}{cc}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right)=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \frac{1}{\alpha}
\end{array}\right) \cdot\left(\begin{array}{cc}
1 & 0 \\
f_{2} & 1
\end{array}\right) \cdot\left(\begin{array}{cc}
1 & f_{1} \\
0 & 1
\end{array}\right) .
$$

The module $M$ has a formal solution space at $z=\infty$ with a natural basis $\left\{B_{1}, B_{2}\right\}$ (see below), unique up to multiplication by scalars. The five matrices above are taken with respect to this basis and the monodromy space is, roughly speaking, the solution space of the above system of equations, divided out by the action of $\mathbb{G}_{m}$ which is given by conjugation with the matrices $\left\{\left.\left(\begin{array}{cc}c & 0 \\ 0 & 1\end{array}\right) \right\rvert\, c \in \mathbb{C}^{*}\right\}$.
The split case, i.e., $b_{1}=b_{2}=c_{1}=c_{2}=f_{1}=f_{2}=0$, is $\mathbb{G}_{m}$-invariant and produces a singularity. After leaving out the split case, the remaining problem is that the quotient space could be non-separated.
The remedy for this, chosen here, is to construct two geometric quotients. The first one, which we denote by $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$, is obtained by division of the above space under the condition $\left(c_{1}, c_{2}\right) \neq 0$ (see this section for details).
The second one, denoted by $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$, is the geometric quotient under the condition $\left(b_{1}, b_{2}\right) \neq 0$.
(v) As in part (5) of the definition of $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, we assume that the parameters satisfy "restr". If the parameters $\theta_{0}, \theta_{1}, \theta_{\infty}$ allow reducible modules, then there is a solution $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{3}$ of the equation $-1=-\frac{1}{2}-\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}$ (see Section 1.1, Corollary 2.2 and Remark 2.3). A differential module $M \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ produces a solution for the matrix equation of (iv). The cases where reducible objects are present:
(a) Suppose that $\epsilon_{2}=-1$ holds for all reducible $M \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Then $\left(c_{1}, c_{2}\right) \neq 0$ holds and the monodromy data define a canonical map

$$
\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)(\mathbb{C})
$$

(b) Suppose that $\epsilon_{2}=1$ holds for all reducible $M \in \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Then $\left(b_{1}, b_{2}\right) \neq 0$ holds and the monodromy data define a canonical map

$$
\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)(\mathbb{C})
$$

Indeed, suppose that the module $M$ has a unique one-dimensional submodule $L$ and that $L$ satisfies (v) with $\epsilon_{2}=-1$. The formal module $M \otimes \mathbb{C}((1 / z))$ has eigenvalues $\pm \frac{t z}{2}$ and is classified by the tuple $\left(V,\left\{V_{\frac{t z}{2}}, V_{-\frac{t z}{2}}\right\}, \gamma\right)$. Write $B_{1}$ and $B_{2}$ for bases of $V_{\frac{t z}{2}}$ and $V_{-\frac{t z}{2}}$. Then $\left\{B_{1}, B_{2}\right\}$ is a basis used for the matrices defining the spaces $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=\right.$ $\pm 1$ ). Locally at $z=\infty, L$ has the form $\frac{\mathrm{d}}{\mathrm{d} z}+\frac{t z+\theta}{2 z}-\frac{1}{2 z}$ and has (generalized) eigenvalue $-\frac{t z}{2}$. This implies that the line $\mathbb{C} B_{2} \subset V$ is invariant under the monodromy data and so $b_{1}=b_{2}=f_{1}=0$. Since $M$ has no other one-dimensional submodules, one finds $\left(c_{1}, c_{2}\right) \neq(0,0)$. This proves statement (a). Case (b) is similar.
(c) There are a few cases, called the exceptional parameters $\left\{\theta_{*}\right\}$, such that both $\epsilon_{2}=-1$ and $\epsilon_{2}=1$ occurs for reducible modules. The first case is $\theta=0$ and $-\epsilon_{0} \theta_{0}+\epsilon_{1} \theta_{1}=$ -1 for some $\epsilon_{0}, \epsilon_{1} \in\{ \pm 1\}$. The tuples $\left(\epsilon_{0}, \epsilon_{1}, 1\right)$ and $\left(\epsilon_{0}, \epsilon_{1},-1\right)$ describe the same family of modules but with the variable $t$ replaced by $-t$. There is a canonical map $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)(\mathbb{C})$. The same holds with $\epsilon_{2}=-1$ replaced by $\epsilon_{2}=1$. The other cases are $\left(\theta_{1}= \pm 1, \theta= \pm \theta_{0}\right)$ and $\left(\theta_{0}= \pm 1, \theta= \pm \theta_{1}\right)$. Here however, the two values for $\epsilon_{2}$ define distinct families of differential modules. Again, there are canonical maps

$$
\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}= \pm 1\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}= \pm 1\right)(\mathbb{C})
$$

(d) The construction of $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$, i.e., the monodromy space under the condition of $(\mathrm{a})$, namely $\left(c_{1}, c_{2}\right) \neq(0,0)$, will be worked out here in some detail. The
second case where the condition is $\left(b_{1}, b_{2}\right) \neq(0,0)$, is similar and will not be worked out. In the sequel we will write $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ if from the context the choice of $\epsilon_{2} \in\{ \pm 1\}$ is clear or has no importance. Only in the case of exceptional parameters we will keep the above notation.
(e) The space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ depends, apart from the choice of reducible objects, only on the variables $s_{1}, s_{2}, s_{3}=\alpha$.
(f) According to results in [22, Section 3.2.2], the space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ (say, under the condition $\left.\left(c_{1}, c_{2}\right) \neq 0\right)$ has a nonempty reducible locus if and only if $\left(s_{3}+s_{3}^{-1}\right)^{2}-$ $s_{1} s_{2}\left(s_{3}+s_{3}^{-1}\right)+s_{1}^{2}+s_{2}^{2}=4$ holds. For $s_{3}= \pm 1, s_{1} \neq \pm 2, s_{2}= \pm s_{1}$, the reducible locus consists of two, non-intersecting, projective lines. For the other cases with $s_{1}, s_{2} \neq \pm 2$ the reducible locus is one projective line.
(vi) If $\theta_{0} \in \mathbb{Z}$ or equivalently $s_{1}= \pm 2$, then there is the additional datum of an eigenline $\mathbb{C} v \neq 0$ for the monodromy matrix $\left(\begin{array}{cc}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$.
(vii) If $\theta_{1} \in \mathbb{Z}$ or equivalently $s_{2}= \pm 2$, then there is the additional datum of an eigenline $\mathbb{C} v \neq 0$ for the monodromy matrix $\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$.

For the explanation of (i)-(vii), we recall from [22, Section 3.2] the following description of the map $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Let an object ( $M, u$ ) be given, or a connection in the (to be constructed) space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. At $z=\infty$ the differential module $\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes M$ is equivalent to the differential operator $\frac{\mathrm{d}}{\mathrm{d} z}-\frac{1}{z} \cdot\left(\begin{array}{cc}\frac{t z+\theta_{\infty}}{2} & 0 \\ 0 & -\frac{t z+\theta_{\infty}}{2}\end{array}\right)$. Write $y=z^{\theta_{\infty} / 2} \mathrm{e}^{t z / 2}$. The solutions $\left\{\binom{y}{0},\binom{0}{y^{-1}}\right\}$ of this differential operator produce a basis $\left\{B_{1}, B_{2}\right\}$ for the space $V$ of the formal solutions of $M$ at $z=\infty$. In fact, as before, $V_{\frac{t z}{2}}=\mathbb{C} B_{1}$ and $V_{\frac{-t z}{2}}=\mathbb{C} B_{2}$. The $B_{1}$ and $B_{2}$ are unique up to multiplication by elements of $\mathbb{C}^{*}$. Furthermore one chooses paths from 0 to 1 and from 1 to $\infty$. The latter should have a nonsingular direction at $\infty$.

Multisummation at this nonsingular direction lifts $B_{1}, B_{2}$ to solutions of the differential module $M$ on a large sector around this direction. These extend to multivalued functions on $\mathbb{P}^{1} \backslash\{0,1, \infty\}$ and the monodromies at $z=0,1, \infty$ and the Stokes matrices are well defined and are all considered with respect to this basis $B_{1}, B_{2}$. For suitable orientations, the product of the topological monodromies at $z=0$ and $z=1$ is equal to the topological monodromy at $z=\infty$. Then the identity (iv) follows from the "monodromy identity" [23, Proposition 8.12]. The above five matrices are considered modulo simultaneous conjugation by $\mathbb{G}_{m}=\left\{\left.\left(\begin{array}{cc}c & 0 \\ 0 & 1\end{array}\right) \right\rvert\, c \in \mathbb{C}^{*}\right\}$, since the basis $B_{1}, B_{2}$ is unique up to multiplication by scalars.

Remark 3.1. For a single module $M$, the definition of the image of $M$ into $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ poses no problems since one can always choose a nonsingular direction for the multisummation.

However for a family this poses a problem since the two singular directions $-\beta, \frac{1}{2}-\beta \in \mathbb{R} / \mathbb{Z}$ vary with $\frac{t}{|t|}=\mathrm{e}^{2 \pi \mathrm{i} \beta}$. The remedy is to choose a nonsingular direction, say $-\beta+\frac{1}{4}$, that moves with $\frac{t}{|t|}$. This can be done, in a continuous way, by using $u$ with $t=\mathrm{e}^{2 \pi \mathrm{i} u}$ on the universal covering of $\mathbb{P}^{1} \backslash\{0,1, \infty\}$.

Construction of $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, separation and parabolic structure. Let $\operatorname{Spec}(R)$ denote the affine variety describing the above five matrices and their relations (for fixed $s_{1}:=\mathrm{e}^{\pi i \theta_{0}}+\mathrm{e}^{-\pi \mathrm{i} \theta_{0}}$, $\left.s_{2}:=\mathrm{e}^{\pi \mathrm{i} \theta_{1}}+\mathrm{e}^{-\pi \mathrm{i} \theta_{1}}, s_{3}=\alpha=\mathrm{e}^{\pi \mathrm{i} \theta_{\infty}}\right)$. We forget for the moment restrictions related to reducibility. After elimination of $f_{1}$ and $f_{2}$ one finds that $R=\mathbb{C}\left[a_{1}, b_{1}, c_{1}, d_{1}, a_{2}, b_{2}, c_{2}, d_{2}\right] /($ relations). The relations are generated by

$$
a_{1} d_{1}-b_{1} c_{1}=1, \quad a_{2} d_{2}-b_{2} c_{2}=1, \quad a_{1}+d_{1}=s_{1}, \quad a_{2}+d_{2}=s_{2}, \quad a_{1} a_{2}+b_{1} c_{2}=s_{3}
$$

One needs a quotient of $\operatorname{Spec}(R)$ by the action of $\mathbb{G}_{m}$. A categorical quotient $\mathcal{R}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right):=$ $\operatorname{Spec}\left(R_{0}\right)$ with $R_{0}=R^{\mathbb{G}_{m}}$ is computed in [22, Section 3.2]. It is an affine cubic surface with
three lines at infinity. This is given an interpretation in [5]. The disadvantage is that it is not a geometric quotient and, moreover, there are many singularities (depending on $s_{1}, s_{2}$ and $s_{3}$ ). These singularities are caused by resonance, reducibility and fixed points for the action of $\mathbb{G}_{m}$ (see the table in [22, Section 3.2.2]). Here we will define a smooth "geometric quotient" $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ by assuming (v) (i.e., we assume $\left.\left(c_{1}, c_{2}\right) \neq(0,0)\right)$ and adding additional data for $s_{1}= \pm 2$ and/or $s_{2}= \pm 2$ (see (vi) and (vii)).

Suppose that $\theta_{0}, \theta_{1} \notin \mathbb{Z}$ or equivalently $s_{1} \neq \pm 2, s_{2} \neq \pm 2$. Then we consider the open subspace $X$ of $\operatorname{Spec}(R)$, defined by condition (v), namely the case $\left(c_{1}, c_{2}\right) \neq(0,0)$. A geometric quotient $X / \mathbb{G}_{m}$ exists and is connected, smooth and separated as can be seen as follows.

The space $X$ is the union of the two Zariski open affine subspaces given by $c_{1} \neq 0$ and $c_{2} \neq 0$. Let $X\left(c_{1} \neq 0\right) \subset X \subset \operatorname{Spec}(R)$ denote the affine subspace given by $c_{1} \neq 0$ and let $X\left(c_{1}=1\right)$ be the closed subset given by $c_{1}=1$. The action of $\mathbb{G}_{m}$ on $X$ yields an isomorphism $\mathbb{G}_{m} \times X\left(c_{1}=1\right) \rightarrow$ $X\left(c_{1} \neq 0\right)$. Therefore, we can identify $X\left(c_{1} \neq 0\right) / \mathbb{G}_{m}$ with $X\left(c_{1}=1\right)$. The affine space $X\left(c_{1}=1\right)$ is given by variables $a_{1}, b_{1}, d_{1}, a_{2}, b_{2}, c_{2}, d_{2}$ and relations

$$
d_{j}=s_{j}-a_{j}, j=1,2, \quad a_{1} d_{1}-b_{1}=1, \quad a_{2} d_{2}-b_{2} c_{2}=1, \quad a_{1} a_{2}+b_{1} c_{2}=s_{3} \neq 0
$$

After elimination $d_{1}, d_{2}, b_{1}$ the coordinate ring of $X\left(c_{1}=1\right)$ is equal to $\mathbb{C}\left[a_{1}, a_{2}, b_{2}, c_{2}\right] /\left(a_{1} a_{2}+\right.$ $\left.\left(-1+a_{1}\left(s_{1}-a_{1}\right) c_{2}-s_{3}, a_{2}\left(s_{1}-a_{2}\right)-b_{2} c_{2}-1\right)\right)$. A calculation shows that $X\left(c_{1}=1\right)$ is connected, has dimension 2 and is smooth under the assumption that $s_{2} \neq \pm 2$.

A similar calculation shows that $X\left(c_{2} \neq 0\right) \cong X\left(c_{2}=1\right) \times \mathbb{G}_{m}$ and that $X\left(c_{2}=1\right)$ has dimension 2 , is connected and smooth under the assumption that $s_{1} \neq \pm 2$.

Let $X / \mathbb{G}_{m}$ denote the gluing of $X\left(c_{1} \neq 0\right) / \mathbb{G}_{m}$ and $X\left(c_{2} \neq 0\right) / \mathbb{G}_{m}$. In order to verify that $X / \mathbb{G}_{m}$ is separated we consider the morphism $F: X \rightarrow \mathbb{P}^{1}$ that sends a point of $X$ to the equivalence class $\left[c_{1}: c_{2}\right] \in \mathbb{P}^{1}$ of $\left(c_{1}, c_{2}\right)$. Since $F$ is $\mathbb{G}_{m}$-equivariant and $\mathbb{P}^{1}$ has trivial $\mathbb{G}_{m^{-}}$ action, one obtains a morphism $G: X / \mathbb{G}_{m} \rightarrow \mathbb{P}^{1}$. The fibers of $F$ are two-dimensional affine spaces $V$ with a $\mathbb{G}_{m}$-action such that $V / \mathbb{G}_{m}$ is affine and $V / \mathbb{G}_{m} \times \mathbb{G}_{m} \cong V$. Then the fibers of $G$ are the affine one-dimensional spaces $V / \mathbb{G}_{m}$. We apply the valuative criterion of separatedness (see [10, Theorem II.4.3]) to $X / \mathbb{G}_{m}$. Since $\mathbb{P}^{1}$ is separated it suffices to verify that the fibers of $G$ are separated. The latter holds since these fibers are affine.

For $s_{1} \neq \pm 2, s_{2} \neq \pm 2$, the space $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is by definition the above space $X / \mathbb{G}_{m}$.
The cases $\theta_{0} \in \mathbb{Z}$ or $\theta_{1} \in \mathbb{Z}$. We explain the case $\theta_{0}=2 m \in 2 \mathbb{Z}$ in some detail. The other cases $\theta_{0} \in 1+2 \mathbb{Z}$ or $\theta_{1} \in \mathbb{Z}$ can be treated in a similar way. The space $\mathcal{R}^{\text {geom }}\left(2 m, \theta_{1}, \theta_{\infty}\right)$ is given by the tuples (modulo $\mathbb{G}_{m}$-action)

$$
\left(\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right),\left(\begin{array}{cc}
a_{2} & b_{2} \\
c_{2} & d_{2}
\end{array}\right),\left[y_{1}: y_{2}\right]\right) \in \mathbb{A}^{4} \times \mathbb{A}^{4} \times \mathbb{P}^{1}
$$

with the following relations:

$$
\begin{aligned}
& a_{1}+d_{1}=2, \quad a_{1} d_{1}-b_{1} c_{1}=1, \quad a_{2}+d_{2}=s_{2}, \quad a_{2} d_{2}-b_{2} c_{2}=1 \\
& a_{1} a_{2}+b_{1} c_{2}=s_{3}, \quad\left(\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right)\binom{y_{1}}{y_{2}}=\binom{y_{1}}{y_{2}}
\end{aligned}
$$

and one of the elements $c_{1}, c_{2} \neq 0$. We consider again the geometric quotient $\mathcal{R}^{\text {geom }}\left(2 m, \theta_{1}, \theta_{\infty}\right)$ of the above space by the action of $\mathbb{G}_{m}$. This quotient is obtained by gluing some affine open subspaces. Each subspace is obtained by normalizing one of the $c_{1}, c_{2}$ to 1 and also one of the elements $y_{1}, y_{2}$ is normalized to 1 . For each of these four open affine subsets one can make the coordinate ring explicit and verify that there are no singularities.

As an example we make the case $c_{2}=1, y_{2}=1$ explicit. Elimination of the variables $a_{1}, d_{1}$, $d_{2}, b_{1}, b_{2}$ leads to the nonsingular coordinate ring $\mathbb{C}\left[a_{2}, c_{1}, y_{1}\right] /\left(a_{2} c_{1} y_{1}-c_{1} y_{1}^{2}+a_{2}-s_{3}\right)$ of this affine subset.

As in the case $s_{1} \neq \pm 2, s_{2} \neq \pm 2$ one can show that the gluing of the four affine spaces produces a connected, separated and smooth variety.

Proposition 3.2. Suppose that the parameters satisfy "restr". Let $s_{1}=\mathrm{e}^{\pi i \theta_{0}}+\mathrm{e}^{-\pi \mathrm{i} \theta_{0}}, s_{2}=$ $\mathrm{e}^{\pi \mathrm{i} \theta_{1}}+\mathrm{e}^{-\pi \mathrm{i} \theta_{1}}, s_{3}=\mathrm{e}^{\pi \mathrm{i} \theta_{\infty}}$.
(1) $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is a simply connected, smooth variety of dimension 2 . It is a geometric quotient of the analytic data including the eigenlines for the cases $s_{1}= \pm 2$ and/or $s_{2}= \pm 2$.
(2) Suppose that the parameters are not exceptional. The map

$$
\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C}) \times \mathbb{C},
$$

which associates to any $(M, u)$ the analytic data of $M$ (including additional lines for $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$ ) and $u \in \mathbb{C}$, is a bijection.
(3) Suppose that the parameters are exceptional. Then (2) remains valid after adding the data $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ to both sets.

Proof. Most of the proof of (1) is sketched above. For the proof that the complex algebraic variety $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is simply connected one considers the morphism pr: $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathbb{C}^{2}$ which sends the data $\left(\begin{array}{cc}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right),\left(\begin{array}{cc}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$ and $\left[y_{1}: y_{2}\right]$ (for special $\left.s_{1}, s_{2}\right)$ to $\left(a_{1}, a_{2}\right) \in \mathbb{C}^{2}$.

First we consider the case $s_{1} \neq \pm 2$ and $s_{2} \neq \pm 2$. A computation shows that the fibre of $p r$ consists of 1 point if $s_{3}-a_{1} a_{2} \neq 0$. For the case $s_{3}-a_{1} a_{2}=0, a_{1}\left(s_{1}-a_{1}\right)-1 \neq 0$, $a_{2}\left(s_{2}-a_{2}\right)-1 \neq 0$ the fibre is empty. For the cases $s_{3}-a_{1} a_{2}=0, a_{1}\left(s_{1}-a_{1}\right)-1 \neq 0$, $a_{2}\left(s_{2}-a_{2}\right)-1=0$ and $s_{3}-a_{1} a_{2}=0, a_{1}\left(s_{1}-a_{1}\right)-1=0, a_{2}\left(s_{2}-a_{2}\right)-1 \neq 0$ the fibre is $\mathbb{C}$. Finally, for the case $s_{3}-a_{1} a_{2}=0, a_{1}\left(s_{1}-a_{1}\right)-1=0, a_{2}\left(s_{2}-a_{2}\right)-1=0$, the fibre is the union of three complex lines $L_{1} \cup L_{2} \cup L_{3}$. The only intersections are the points $\left\{p_{1,2}\right\}=L_{1} \cap L_{2}$ and $\left\{p_{2,3}\right\}=L_{2} \cap L_{3}$ and $p_{1,2} \neq p_{2,3}$. This shows that the image of $p r$ and that the nonempty fibres of $p r$ are simply connected. Thus by an argument in the spirit of Van Kampen's theorem it follows that $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is simply connected. In the cases $s_{1}= \pm 2$ and/or $s_{2}= \pm 2$ the image of $p r$ is the same as above. Some of the nonempty fibres have acquired, in comparison with above, projective lines over $\mathbb{C}$ as components. We conclude again that $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is simply connected.

The proof of (2) follows by combining the following observations:
(a) Given formal and analytic data determine a unique differential module over $\mathbb{C}(z)$, see [22, Theorem 1.7].
(b) $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is by construction a geometric quotient and thus $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C})$ is equal as a set to the analytic data.
(c) $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ and $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ are provided with the same additional data for the cases $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$.

The additional remark for the proof of (3) is that the admitted reducible cases for both sets correspond.

Remark 3.3. We consider the obvious morphism

$$
r: \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)
$$

for the case that the first space is constructed with the condition $\left(c_{1}, c_{2}\right) \neq(0,0)$. As before $\mathcal{R}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ denotes the categorical quotient considered in [22, Sections 3.2 and 4.3].
(a) For general parameters, i.e., no resonance and no reducible data, the map $r$ is an isomorphism.
(b) Suppose the $\theta_{*}$ satisfy "restr" and are not exceptional. Then $r$ is a minimal resolution, as can be seen as follows. A reducible locus in $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ produces a $\mathbb{P}^{1}$ in the fibre of $r$. The same holds for the cases $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$. The assumption "not exceptional" implies that the fibres are proper. By counting the number of $\mathbb{P}^{1}$ 's in the fibres and comparing with the table in [22, Table 3.1], we conclude that the resolution $r$ is minimal.
(c) In all cases the map $r$ is birational. For some examples of exceptional parameters, the fibres of $r$ are not complete.

## 4 Construction of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$

The next step is a subtle construction of moduli spaces of connections. First, we give a construction of this moduli space of connections without paying attention to a parabolic structure of eigenlines. For $\theta_{0}, \theta_{1} \notin \mathbb{Z}$, this is sufficient. For $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$, we will refine this construction since the space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ can otherwise have singularities and $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C})$ may not coincide with $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

The data for the moduli space of connections $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ are
(i) The sub-bundle $\mathcal{V}=O e_{1} \oplus O(-[\infty]) e_{2}$ of the free bundle $O e_{1} \oplus O e_{2}$.
(ii) Local connections $L_{0}, L_{1}, L_{\infty}$, written as differential operators, namely
(a) $L_{0}=\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z} A_{0}$ with $A_{0}$ a $(2 \times 2)$-matrix with entries in $\mathbb{C} \llbracket z \rrbracket$ and such that $A_{0} \bmod (z)$ has eigenvalues $\pm \frac{\theta_{0}}{2}$.
(b) $L_{1}=\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z-1} A_{1}$ with $A_{1}$ a $(2 \times 2)$-matrix with entries in $\mathbb{C} \llbracket z-1 \rrbracket$ and such that $A_{1}$ $\bmod (z-1)$ has eigenvalues $\pm \frac{\theta_{1}}{2}$.
(c) $L_{\infty}=\frac{\mathrm{d}}{\mathrm{d} z}+\frac{1}{z}\left(\begin{array}{cc}x-1 / 2 & 0 \\ 0 & -x-1 / 2\end{array}\right)$ at $z=\infty$ with $x=\frac{t z+\theta}{2}, \theta=\theta_{\infty}+1, u \in \mathbb{C}$ and $t=\mathrm{e}^{2 \pi \mathrm{i} u}$.

The moduli functor $\mathcal{M \mathcal { F }}$ (from $\mathbb{C}$-algebras to sets) associates to each $\mathbb{C}$-algebra $R$ the set of equivalence classes of pairs $(\nabla, u)$ consisting of an element $u \in \mathbb{C}$ and a connection

$$
\nabla: \quad R \otimes \mathcal{V} \rightarrow \Omega_{\mathbb{P}^{1}}([0]+[1]+2 \cdot[\infty]) \otimes(R \otimes \mathcal{V})
$$

satisfying the conditions stated below. We observe that $D=\nabla_{\frac{d}{d z}}$ has, with respect to the basis $e_{1}, e_{2}$, the matrix

$$
\frac{1}{z(z-1)} \cdot\left(\begin{array}{cc}
a_{0}+a_{1} z+a_{2} z^{2} & c_{0}+c_{1} z+\cdots+c_{3} z^{3} \\
b_{0}+b_{1} z & d_{0}+d_{1} z+d_{2} z^{2}
\end{array}\right)
$$

with $a_{*}, b_{*}, c_{*}, d_{*} \in R$. The conditions are: $R b_{0}+R b_{1}=R$ and the action of $D$ on the completions of $R \otimes \mathcal{V}$ at the points $z=0,1, \infty$ is isomorphic to $R \otimes L_{0}, R \otimes L_{1}, R \otimes L_{\infty}$, respectively.

Two pairs $\left(\nabla_{1}, u_{1}\right),\left(\nabla_{2}, u_{2}\right)$ are called equivalent if $u_{1}=u_{2}$ and there is an $R$-linear automorphism $g$ of $R \otimes \mathcal{V}$ which transforms $\nabla_{1}$ into $\nabla_{2}$.

The $R$-linear automorphisms $g$ of $R \otimes \mathcal{V}$ are given by the formulas

$$
g\left(e_{1}\right)=\lambda_{1} e_{1}, \quad g\left(e_{2}\right)=\lambda_{2} e_{2}+(\alpha+\beta z) e_{1} \quad \text { with } \lambda_{1}, \lambda_{2} \in R^{*} \text { and } \alpha, \beta \in R .
$$

Our aim is to show that the above functor $\mathcal{M F}$ is representable. The resulting fine moduli space will be denoted by $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Moreover, the map $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C}) \rightarrow \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, which associates to any pair $(\nabla, u)$ the pair $(M, u)$ with $M$ the generic fibre of $\nabla$, will be shown to be bijective under the assumptions $\theta_{0}, \theta_{1} \notin \mathbb{Z}$.

The above data produce an affine space $M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ given by the variables $t, a_{0}, a_{1}, a_{2}, b_{0}$, $b_{1}, c_{0}, c_{1}, c_{2}, c_{3}, d_{0}, d_{1}, d_{2}$ and the relations: $d_{0}=-a_{0}, d_{1}=-a_{1}, d_{2}=-a_{2}$ derived from the traces of $L_{0}, L_{1}, L_{\infty}$, and from the determinants of $L_{0}, L_{1}, L_{\infty}$ one obtains the relations

$$
\begin{array}{ll}
a_{0}^{2}+b_{0} c_{0}=\frac{\theta_{0}^{2}}{4}, & \left(a_{0}+a_{1}+a_{2}\right)^{2}+\left(b_{0}+b_{1}\right)\left(c_{0}+c_{1}+c_{2}+c_{3}\right)=\frac{\theta_{1}^{2}}{4}, \\
a_{2}^{2}+b_{1} c_{3}=\frac{t^{2}}{4}, & 2 a_{2}^{2}+2 a_{1} a_{2}+a_{2}+b_{0} c_{3}+b_{1} c_{2}+2 b_{1} c_{3}=\frac{t \theta}{2} .
\end{array}
$$

We note that in case $\theta:=\theta_{\infty}+1 \neq 0$, the variable $t$ can be eliminated by one of the relations. For $\theta=0$, we will need the variable $t$ for the construction of a good moduli space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$.

From the open subspaces of $M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, defined by $b_{0} \neq 0$ or by $b_{1} \neq 0$, one has to take the geometric quotient by the action of the automorphism group $G$ of the vector bundle $\mathcal{V}$. Let $M_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ denote the open subset given by $b_{1} \neq 0$. Consider the closed subset $\mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ of $M_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ defined by $b_{1}=1, a_{1}=a_{2}=0$. The action of $G$ defines a morphism

$$
G \times \mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow M_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) .
$$

This is an isomorphism and therefore we identify $M_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) / G$ with $\mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. In a similar way, let $M_{2}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ be the open subset of $M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ defined by $b_{0} \neq 0$. Therefore, $M_{2}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) / G$ can be identified with $\mathcal{M}_{2}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ defined as the closed subset of $M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, given by $b_{0}=1, a_{0}=a_{1}=0$. The above construction leads to

Proposition 4.1. The space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ obtained by gluing the spaces $\mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ and $\mathcal{M}_{2}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ represents the functor $\mathcal{M F}$.

More details for the affine space $\mathcal{M}_{1}=\mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Using an automorphism of $\mathcal{V}$, the matrix of $D=\nabla_{\frac{d}{d z}}$ with respect to basis $e_{1}, e_{2}$ can uniquely be written as

$$
\frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z(z-1)} \cdot\left(\begin{array}{cc}
a_{0} & c_{0}+c_{1} z+c_{2} z^{2}+c_{3} z^{3} \\
z+b_{0} & -a_{0}
\end{array}\right)
$$

with equations

$$
\begin{aligned}
& a_{0}^{2}+b_{0} c_{0}=\frac{\theta_{0}^{2}}{4}, \quad a_{0}^{2}+\left(1+b_{0}\right)\left(c_{0}+c_{1}+c_{2}+c_{3}\right)=\frac{\theta_{1}^{2}}{4}, \\
& c_{3}=\frac{t^{2}}{4}, \quad\left(b_{0}+2\right) c_{3}+c_{2}=\frac{\theta t}{2} .
\end{aligned}
$$

Consecutively eliminating $c_{3}=\frac{t^{2}}{4}$ and then $c_{2}=\frac{\theta t}{2}-\left(b_{0}+2\right) \frac{t^{2}}{4}$, and finally $c_{0}=\frac{\theta_{1}^{2}}{4}-\frac{\theta_{0}^{2}}{4}-$ $\left(b_{0}+1\right)\left(c_{1}-\left(b_{0}+1\right) \frac{t^{2}}{4}+\frac{\theta t}{2}\right)$ results in the equation

$$
a_{0}^{2}=-\frac{t^{2}}{4} b_{0}^{3}+\left(-\frac{t^{2}}{2}+\frac{\theta t}{2}+c_{1}\right) b_{0}^{2}+\left(-\frac{\theta_{1}^{2}}{4}+\frac{\theta_{0}^{2}}{4}+\frac{\theta t}{2}-\frac{t^{2}}{4}+c_{1}\right) b_{0}+\frac{\theta_{0}^{2}}{4}
$$

for the affine space $\mathcal{M}_{1}$. The singular locus of this three-dimensional affine variety over $\mathbb{C}$ is the following:
(a) For $\theta_{0}=0$, the line $a_{0}=b_{0}=0$ and $c_{1}=\frac{\theta_{1}^{2}}{4}-\frac{\theta t}{2}+\frac{t^{2}}{4}$. After substitution of these values in $D$ the singularity at $z=0$ disappears because $c_{0}=0$. On the other hand, if the module $M$ corresponding to a point of $\mathcal{M}_{1}$ is locally trivial at $z=0$ then one concludes $\theta_{0}=0$ and $a_{0}=b_{0}=c_{0}=0$. The singularity at the surface $\mathcal{M}_{1}$ for $\theta_{0}=0$ can be resolved by adding as extra data for the family an invariant line locally at $z=0$. Then the singular point is replaced by a $\mathbb{P}^{1}$ of directions for the local invariant line.
(b) For $\theta_{1}=0$, the line $a_{0}=0, b_{0}=-1$ and $c_{1}=\frac{\theta_{0}^{2}}{4}-\frac{\theta t}{2}$. It has the same interpretation as in (a). These singular loci coincide with the loci where the map $\mathcal{M}_{1}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow$ $\operatorname{Spec}\left(\mathbb{C}\left[t, t^{-1}\right]\right)$ is not smooth.

More details for $\mathcal{M}_{2}=\mathcal{M}_{2}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. This Zariski open subset of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ has (apart from $t$ ) the form

$$
D=\frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z(z-1)} \cdot\left(\begin{array}{cc}
A_{2} z^{2} & C_{0}+\cdots+C_{3} z^{3} \\
1+B_{1} z & -A_{2} z^{2}
\end{array}\right)
$$

where

$$
\begin{aligned}
& C_{0}=\frac{\theta_{0}^{2}}{4}, \quad A_{2}^{2}+\left(1+B_{1}\right)\left(C_{0}+C_{1}+C_{2}+C_{3}\right)=\frac{\theta_{1}^{2}}{4} \\
& A_{2}^{2}+B_{1} C_{3}=\frac{t^{2}}{4}, \quad 2 A_{2}^{2}+A_{2}+B_{1} C_{2}+2 B_{1} C_{3}+C_{3}=\frac{\theta t}{2}, \quad \theta=\theta_{\infty}+1 .
\end{aligned}
$$

Now $\mathcal{M} \backslash \mathcal{M}_{1}$ is the closed subset $B_{1}=0$ of $\mathcal{M}_{2}$ and has equations

$$
A_{2}^{2}=\frac{t^{2}}{4}, \quad C_{0}=\frac{\theta_{0}^{2}}{4}, \quad 2 A_{2}^{2}+A_{2}+C_{3}=\frac{\theta t}{2}, \quad A_{2}^{2}+C_{0}+C_{1}+C_{2}+C_{3}=\frac{\theta_{1}^{2}}{4} .
$$

This defines the disjoint union of two affine lines over $\operatorname{Spec}\left(\mathbb{C}\left[t, t^{-1}\right]\right)$.
Theorem 4.2. Assume that the parameters satisfy "restr" and that $\theta_{0}, \theta_{1} \notin \mathbb{Z}$. If the parameters are not exceptional, then the extended Riemann-Hilbert map $\mathrm{RH}^{+}: \mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow$ $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \times \mathbb{C}$ is an analytic isomorphism. If the parameters are exceptional, then the above remains valid after adding $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ to both spaces.

Proof. The morphism of the theorem is a locally defined map in terms of the variable $t \in \mathbb{C}^{*}$. By replacing $t$ by $u \in \mathbb{C}$ with $t=\mathrm{e}^{2 \pi \mathrm{i} u}$, it is globally defined (see the Remark 3.1). It is well known that the monodromy matrices and the Stokes matrices depend in an analytic way on the data of the connection [23, Proposition 12.20]). Thus $\mathrm{RH}^{+}$is an analytic map.

Both spaces are smooth complex algebraic varieties, since $\theta_{0}, \theta_{1} \notin \mathbb{Z}$. It is known that a bijective analytic map between smooth complex varieties is an analytic isomorphism. Thus we have only to show that $\mathrm{RH}^{+}$is bijective. The bijectivity follows from Proposition 3.2 and Corollary 2.2.

Theorem 4.2 implies that the solutions of the fifth Painlevé equation (at least for $\theta_{0}, \theta_{1} \notin \mathbb{Z}$ ) are multivalued meromorphic functions in $t \in \mathbb{C}^{*}$ or, equivalently, meromorphic functions of $u \in \mathbb{C}$ (compare [24]). In other words, $\mathrm{P}_{5}$ has the Painlevé property. This was already known from the paper [13].

It is interesting to note that $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ can be identified with the Okamoto-Painlevé variety for the fifth Painlevé equation (at least for $\theta_{0}, \theta_{1} \notin \mathbb{Z}$ and in the absence of the reducible locus). For the verification, the result of Proposition 3.2 stating that $\mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is simply connected, is needed.

## 5 The reducible locus in $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$

We recall that the parameters are supposed to satisfy "restr". For reducible $(\nabla, u)$, there is a line bundle $\mathcal{W} \subset \mathcal{V}=O e_{1} \oplus O(-[\infty]) e_{2}$, "invariant" under $\nabla$ and such that $\mathcal{V} / \mathcal{W}$ is again a line bundle. By construction $\mathcal{W} \neq O e_{1}$ and by assumption "restr" one can choose $e_{2}$ such that $\mathcal{W}=O(-[\infty]) e_{2}$. Furthermore, this $e_{2}$ is unique up to multiplication by elements
in $\mathbb{C}^{*}$. Therefore, the set of the closed points of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, corresponding to reducible $(\nabla, u)$, consists of the differential operators having with respect to to the basis $\left\{e_{1}, e_{2}\right\}$ the form

$$
\frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z(z-1)} \cdot\left(\begin{array}{cc}
a_{0}+a_{1} z+a_{2} z^{2} & 0 \\
b_{0}+b_{1} z & -a_{0}-a_{1} z-a_{2} z^{2}
\end{array}\right)
$$

with $b_{0}+b_{1} z \neq 0$, considered modulo the action of $\mathbb{G}_{m}$. The equations are

$$
a_{0}^{2}=\frac{\theta_{0}^{2}}{4}, \quad\left(a_{0}+a_{1}+a_{2}\right)^{2}=\frac{\theta_{1}^{2}}{4}, \quad a_{2}^{2}=\frac{t^{2}}{4}, \quad 2 a_{2}^{2}+2 a_{1} a_{2}+a_{2}=\frac{t \theta}{2} .
$$

The group $\mathbb{G}_{m}$ acts trivially on $a_{0}, a_{1}, a_{2}$. One has

$$
a_{0}=\epsilon_{0} \frac{\theta_{0}}{2}, \quad a_{1}=\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}-\epsilon_{2} \frac{t}{2}, \quad a_{2}=\epsilon_{2} \frac{t}{2}
$$

with $\epsilon_{0}, \epsilon_{1}, \epsilon_{2} \in\{1,-1\}$ and $-1=-\frac{1}{2}-\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}$ (see Remark 2.3). Note that there are no conditions on $\left(b_{0}, b_{1}\right) \neq(0,0)$.

The reducible locus consists of a number of projective lines over $\mathbb{C}\left[t, t^{-1}\right]$ in $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. In general, e.g., if $1, \theta_{0}, \theta_{1}, \theta$ are linearly independent over $\mathbb{Q}$, the reducible locus is empty.

We fix a choice of the $\epsilon_{j}, j=0,1,2$. Isomonodromy is obtained by considering $b_{0}, b_{1}$ as functions of $t$ and completing the Lax pair (compare Section 7) with a suitable differential operator $\frac{\mathrm{d}}{\mathrm{d} t}+\left(\begin{array}{cc}\alpha & 0 \\ \beta & -\alpha\end{array}\right)$. This results in a Riccati equation for the function $\frac{b_{1}}{b_{0}}$. All Riccati solutions for $\mathrm{P}_{5}$ are obtained in this way, since one can verify that we found precisely the data of [16, Theorem 2.1 (8)]. We note that this includes cases with $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$.

### 5.1 Removing split differential modules from the space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$

As before we assume that the parameters satisfy "restr". We recall that the modules in $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ are assumed to be non-split. For special values of the $\left\{\theta_{*}\right\}$, the space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, constructed in Section 4, contains split modules. In such a case we delete the locus of the split modules and keep the notation $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. We compute these special values $\left\{\theta_{*}\right\}$ and the locus of the split modules.

Let $M$ denote such a split module. Then $M=L \oplus L_{2}$, where $L, L_{2}$ are the only submodules of dimension 1. Both $L$ and $L_{2}$ correspond to saturated line bundles in $\mathcal{V}$ with degree -1 . We may choose $e_{2}$ such that $L_{2}=\mathbb{C}(z) e_{2}$ and the corresponding line bundle is $O(-[\infty]) e_{2} \subset \mathcal{V}$.

As above, the connection on $\mathcal{V}$ is represented by the differential operator

$$
D:=\frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z(z-1)}\left(\begin{array}{cc}
a & 0 \\
b & -a
\end{array}\right)
$$

with $a=a_{0}+a_{1} z+a_{2} z^{2}, b=b_{1} z+b_{0} \neq 0$ and as before

$$
a_{0}=\epsilon_{0} \frac{\theta_{0}}{2}, \quad a_{1}=\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2}-\epsilon_{2} \frac{t}{2}, \quad a_{2}=\epsilon_{2} \frac{t}{2}
$$

Let $\mathcal{L} \subset \mathcal{V}$ denote the (saturated) line bundle corresponding to $L$. The line bundle $\mathcal{L}([\infty])$, is saturated in $\mathcal{V}([\infty])=O([\infty]) e_{1}+O e_{2}$ and has degree zero. It is generated by an element $v=\alpha e_{1}+e_{2}$ with $\alpha=d_{1} z+d_{0}$. The assumption $D(v)$ is a multiple of $v$ leads to the equation

$$
\frac{\mathrm{d}}{\mathrm{~d} z}(\alpha)+\frac{\alpha a}{z(z-1)}=\frac{\alpha^{2} b-\alpha a}{z(z-1)}
$$

This implies that $\alpha=d_{1} z$ or $\alpha=d_{1}(z-1)$ and, by multiplying $e_{2}$ by a constant, we may assume that $d_{1}=1$. We continue with the first case, which translates into the equations

$$
2 a_{2}-b_{1}=0, \quad 1+2 a_{1}-b_{0}=0, \quad-1+2 a_{0}=0
$$

The last equality implies $\epsilon_{0} \theta_{0}=1$ and $\epsilon_{2} \theta+\epsilon_{1} \theta_{1}=0$. Hence $\theta_{0}= \pm 1$ and $\theta= \pm \theta_{1}$. Moreover, $b_{0}=1+2 a_{1}$ and $b_{1}=2 a_{2}$. Thus this part of the split locus is isomorphic to $\operatorname{Spec}\left(\mathbb{C}\left[t, t^{-1}\right]\right)$.

The same holds for the other part of the split locus corresponding to $\alpha=(z-1)$ and $\epsilon_{1} \theta_{1}=1$ and $\epsilon_{2} \theta-\epsilon_{0} \theta_{0}=0$. Hence $\theta_{1}= \pm 1$ and $\theta= \pm \theta_{0}$.

A typical example is $\theta_{0}=1, \epsilon_{0}=1$, "generic" $\theta_{1}$ and $\theta=\theta_{1}$. The two data for submodules with degree -1 are $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right)=(1,1,-1)$ and $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right)=(1,-1,1)$. The reducible locus in the original $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ consists of two projective lines $\mathbb{P}_{\mathbb{C}\left[t, t^{-1}\right]}^{1} \rightarrow \operatorname{Spec}\left(\mathbb{C}\left[t, t^{-1}\right]\right)$. The intersection of these projective lines is one point, equal to the locus of the split modules. Removing the split locus results in two non-intersecting affine lines over the same ring. Summarizing, the reducible locus of the new $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ consists of two non-intersecting affine lines over $\mathbb{C}\left[t, t^{-1}\right]$.

We note that the special cases coincide with two of the three exceptional cases for the monodromy space in part $(\mathrm{v})$ on page 10 , where reducibility with both $\epsilon_{2}=1$ and $\epsilon_{2}=-1$ occur.

In accordance with what has been done for the monodromy space we introduce for all three exceptional cases the moduli spaces of connections $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ and $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=1\right)$. The first one is obtained by deleting the locus of the split objects and only admitting the reducible objects with $\epsilon_{2}=-1$. The second space is defined by replacing $\epsilon_{2}=-1$ by $\epsilon_{2}=1$.

Remark 5.1. For the exceptional case $\left(\theta=0,-\epsilon_{0} \theta_{0}+\epsilon_{1} \theta_{1}=-1\right)$, the locus of reducible objects with $\epsilon_{2}=-1$ coincides with the one for $\epsilon_{2}=1$. The same holds for the locus of the split objects. For these parameters, the space $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}=-1\right)$ is obtained by deleting only the locus of the split modules.

## 6 The parabolic structure

Parabolic structure for connections and another way to formulate Lemma 2.1. As before, we assume that the parameters satisfy "restr". Consider a regular singular differential module $N=(N, D)$ over $\mathbb{C}((z))$ with $D(f \cdot n)=z \frac{\mathrm{~d} f}{\mathrm{~d} z} \cdot n+f \cdot D(n), \operatorname{dim} N=2$ and $\operatorname{det} N=1$. An element $\eta \in \mathbb{C}$ will be called an eigenvalue for $N$ if there is a $D$-invariant lattice $\Lambda$ for $N$ and $\eta$ is an eigenvalue of $D$ on $\Lambda / z \Lambda$.

Suppose that $\eta$ is an eigenvalue. Then $N$ is represented by a differential operator of the form $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ with $a, b, c, d \in \mathbb{C} \llbracket z \rrbracket,\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \bmod (z)$ has eigenvalue $\eta$ and eigenvalue $-\eta+m$ for some integer $m$. One easily concludes that the set of all eigenvalues is $(\eta+\mathbb{Z}) \cup(-\eta+\mathbb{Z})$.

A parabolic structure for $(N, \eta)$ is an eigenline $\mathbb{C} e$ with $e \in N, e \neq 0$ and $D(e)=\eta e$. If $(N, \eta)$ has a parabolic structure, then $\eta$ is an eigenvalue for $N$. Now there are the following possibilities.
(i) $N$ has eigenvalue $\eta$ and $2 \eta \notin \mathbb{Z}$. Then $(\eta+\mathbb{Z}) \cap(-\eta+\mathbb{Z})=\varnothing$ and $(N, \alpha)$ has a unique parabolic structure for every $\alpha \in(\eta+\mathbb{Z}) \cup(-\eta+\mathbb{Z})$. Indeed, the condition $2 \eta \notin \mathbb{Z}$ implies that $N$ is a direct sum, i.e., corresponds to an operator of the form $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}\eta & 0 \\ 0 & -\eta\end{array}\right)$.
(ii) $\eta=0$ is eigenvalue of $N$. Then one can represent $N$ by the operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right)$ with $a \in\{0,1\}$.
(a) If $a=0$, then ker $D$ is a two-dimensional complex vector space and the parabolic structures for $\eta=0$ are the lines in ker $D$. Thus the level structures are parametrized by $\mathbb{P}^{1}($ over $\mathbb{C})$.
(b) If $a=1$, then ker $D$ has dimension 1 over $\mathbb{C}$. This is the only parabolic structure for $\eta=0$.
(iii) $\eta=\frac{m}{2}$ and $m \in \mathbb{Z}_{>0}$. It can be shown that $N$ is represented by an operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cc}-\frac{m}{2} a z^{m} \\ 0 & \frac{m}{2}\end{array}\right)$ with $a \in\{0,1\}$, say on a basis $e_{1}, e_{2}$ for $N$. For $\left(N, \frac{m}{2}\right)$ there is a unique parabolic structure.
(a) If $a=0$, then the parabolic structures for $-\frac{m}{2}$ are the eigenlines $\mathbb{C}\left(c_{1} e_{1}+c_{2} z^{-m} e_{2}\right)$. The eigenlines are parametrized by $\mathbb{P}^{1}$.
(b) If $a=1$, then the only parabolic structure for $-\frac{m}{2}$ is $\mathbb{C} e_{1}$.

Recall that $\mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ denotes the set of equivalence classes of differential modules with prescribed singularities and provided with a parabolic structure.

The definition of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ for $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$ with parabolic structure. Example: the case $\theta_{0} \in \mathbb{Z}$ and $\theta_{1} \notin \mathbb{Z}$. Consider the affine space $M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ defined on page 15 by variables $a_{*}, b_{*}, c_{*}, d_{*}$ and many relations. Take the subspace of $\mathbb{P}^{1} \times M\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ consisting of the pairs

$$
\left(\left[y_{1}: y_{2}\right], \frac{\mathrm{d}}{\mathrm{~d} z}+\frac{1}{z(z-1)} \cdot\left(\begin{array}{cc}
a_{0}+a_{1} z+a_{2} z^{2} & c_{0}+c_{1} z+c_{2} z^{2}+c_{3} z^{3} \\
b_{0}+b_{1} z & d_{0}+d_{1} z+d_{2} z^{2}
\end{array}\right)\right)
$$

with $\left(\begin{array}{l}-a_{0}-c_{0} \\ -b_{0}\end{array}-d_{0}\right)\binom{y_{1}}{y_{2}} \equiv \frac{-\left|\theta_{0}\right|}{2}\binom{y_{1}}{y_{2}} \bmod (z)$ and $b_{0}+b_{1} z \neq 0$. We observe that there is a unique eigenline for $-\frac{\left|\theta_{0}\right|}{2}$ which reduces modulo $(z)$ to the above element $\left[y_{1}: y_{2}\right] \in \mathbb{P}^{1}$. Therefore, the quotient of this space by the action of the automorphism group $G$ of the vector bundle $\mathcal{V}$ is the moduli space we are looking for.

The above space can be cut into four open affine subsets given by inequalities $\left(y_{1} \neq 0\right.$ or $\left.y_{2} \neq 0\right)$ and $\left(b_{0} \neq 0\right.$ or $\left.b_{1} \neq 0\right)$. On each of these affine parts, taking the geometric quotient by $G$ is obtained by normalizing ( $y_{1}=1$ or $y_{2}=1$ ) and ( $b_{0}=1$ or $b_{1}=1$ ).

The above definition and construction holds in all cases with $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$. One easily verifies that by gluing one obtains an irreducible smooth variety of dimension 3, denoted by $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$, such that the natural map $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)(\mathbb{C}) \rightarrow \mathbf{S}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ is a bijection.

For, say, $\theta_{0} \in 2 \mathbb{Z}$, an eigenline for the connection at $z=0$ is also an eigenline for the local monodromy at $z=0$ for $s_{1}=2$. This holds for all cases with $\theta_{0} \in \mathbb{Z}$ and/or $\theta_{1} \in \mathbb{Z}$. Thus we have, for all $\theta_{0}, \theta_{1}, \theta_{\infty}$, an analytic morphism RH: $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\text {geom }}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$. Using Proposition 3.2, one easily verifies that the proof of Theorem 4.2 extends to a proof of Theorem 6.1.

We note that for exceptional parameters, the two families of spaces $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}, \epsilon_{2}= \pm 1\right)$ are introduced and studied in Section 5.1.

Theorem 6.1. Assume that the parameters satisfy "restr", i.e., $-1 / 2-\epsilon_{2} \frac{\theta}{2}+\epsilon_{1} \frac{\theta_{1}}{2}-\epsilon_{0} \frac{\theta_{0}}{2} \in \mathbb{Z}_{<-1}$ is not possible for $\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{3}$.
(1) If the parameters are not exceptional, then the extended Riemann-Hilbert map

$$
\mathrm{RH}^{+}: \mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \rightarrow \mathcal{R}^{\mathrm{geom}}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \times \mathbb{C}
$$

is an analytic isomorphism.
(2) If the parameters are exceptional, then the above holds after adding the data $\epsilon_{2}=-1$ or $\epsilon_{2}=1$ to both spaces.

## 7 The Lax pair and the fifth Painlevé equation

The explicit connection $\frac{\mathrm{d}}{\mathrm{d} z}+A$ with fixed $\theta_{0}, \theta_{1}, \theta$ given on page 15 (below Proposition 4.1), can be completed to a Lax pair by using $\frac{d}{d t}+B$, where the entries of $B$ are polynomials in $z$ of degrees $\leq 2$ over a field of meromorphic functions in $t$. The relation $\left[\frac{\mathrm{d}}{\mathrm{d} z}+A, \frac{\mathrm{~d}}{\mathrm{~d} t}+B\right]=0$ determines $A$ and $B$ completely. The zero $q=-b_{0}$ of the entry $A[2,1]$ (2nd row, 1st column)
satisfies the fifth Painlevé equation corresponding to the parameters $\theta_{0}, \theta_{1}, \theta_{\infty}+1$ (the +1 comes from the shift we made in the local data at $z=\infty)$. This equation reads

$$
q^{\prime \prime}=\frac{1}{2}\left(\frac{1}{q}+\frac{1}{q-1}\right)\left(q^{\prime}\right)^{2}-\frac{q^{\prime}}{t}+\frac{q(q-1)}{t} \theta-\frac{q-1}{2 q t^{2}} \theta_{0}^{2}+\frac{q}{2 t^{2}(q-1)} \theta_{1}^{2}-\frac{(2 q-1)(q-1) q}{2} .
$$

Substituting $q=\frac{y}{y-1}$ produces for $y$ the standard Painlevé equation

$$
\mathrm{P}_{5}\left(\alpha=\frac{\theta_{1}^{2}}{2}, \beta=-\frac{\theta_{0}^{2}}{2}, \gamma=-\theta, \delta=-\frac{1}{2}\right) \quad \text { and } \quad \theta=1+\theta_{\infty}
$$

The formula here seems to correct the one for $\mathrm{P}_{5}$ in [22, equation (4.3)].

## 8 Connections for the Lax pair of Noumi-Yamada

For certain tuples $\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ and $\left(\theta_{0}^{*}, \theta_{1}^{*}, \theta_{\infty}^{*}\right)$, there are birational maps $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right) \cdots \longrightarrow$ $\mathcal{M}\left(\theta_{0}^{*}, \theta_{1}^{*}, \theta_{\infty}^{*}\right)$. These birational maps are the so-called Bäcklund transformations. Their action on solutions can be made explicit. The Bäcklund transformations form the extended affine Weyl group of $A_{3}^{(1)}$, see $[19,14]$.

From Theorem 6.1, one can deduce that for instance shifts of $\theta_{0}, \theta_{1}, \theta_{\infty}$ over integers are Bäcklund transformations. However in our construction of $\mathcal{M}\left(\theta_{0}, \theta_{1}, \theta_{\infty}\right)$ some Bäcklund transformations are not easily visible. Noumi and Yamada [14] (and others) studied a different Lax pair for $\mathrm{P}_{5}$ from which one can read off all Bäcklund transformations. Here we introduce a natural moduli space of connections which leads to this Lax pair.

### 8.1 Moduli spaces for $q_{0}=z^{1 / 2}+t z^{1 / 4}$ with $t \in \mathbb{C}^{*}$

Consider the set $\mathbf{S}_{\mathbf{4}}$ of isomorphism classes of differential modules $M$ over $\mathbb{C}(z)$ given by
(i) $\operatorname{dim} M=4$ and $\Lambda^{4} M$ is the trivial differential module and the only singularities are $0, \infty$,
(ii) $z=0$ is a regular singularity,
(iii) $z=\infty$ is irregular and has eigenvalues $q_{0}$ and its conjugates $q_{1}, q_{2}, q_{3}$.

We want to convert the set $\mathbf{S}_{4}$ into a family of connections $(\nabla, \mathcal{V})$ on a vector bundle $\mathcal{V}$ on $\mathbb{P}^{1}$ of rank 4 with singularities at $z=0$ and $z=\infty$, such that $\nabla: \mathcal{V} \rightarrow \Omega_{\mathbb{P}^{1}}([0]+2[\infty]) \otimes \mathcal{V}$, or equivalently $\delta=\nabla_{z \frac{\mathrm{~d}}{\mathrm{~d} z}}: \mathcal{V} \rightarrow \mathcal{V}([\infty])$, has a (chosen) prescribed singularity at $z=\infty$.

A possible prescribed singularity at $z=\infty$ is obtained as follows. For the fields $\mathbb{C}\left(z^{1 / 4}\right)$ and $\mathbb{C}\left(\left(z^{-1 / 4}\right)\right)$, we write $\sigma$ for the automorphism given by $\sigma\left(z^{1 / 4}\right)=\mathrm{i} z^{1 / 4}$. Let $N$ denote the free $\mathbb{C} \llbracket z^{-1 / 4} \rrbracket$ module with basis $r_{0}, r_{1}, r_{2}, r_{3}$ provided with a semi-linear action of $\sigma$ such that $\sigma$ satisfies $r_{0} \mapsto r_{1} \mapsto r_{2} \mapsto r_{3} \mapsto r_{0}$. Let $N_{0} \subset N^{\langle\sigma\rangle}$ be the $\mathbb{C} \llbracket z^{-1} \rrbracket$-module with free basis $s_{0}=r_{0}+r_{1}+r_{2}+r_{3}, s_{1}=z^{1 / 4}\left(r_{0}+\mathrm{i} r_{1}-r_{2}-\mathrm{i} r_{3}\right), s_{2}=z^{1 / 2}\left(r_{0}-r_{1}+r_{2}-r_{3}\right)$, $s_{3}=z^{3 / 4}\left(r_{0}-\mathrm{i} r_{1}-r_{2}+\mathrm{i} r_{3}\right)$. We note that $\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes N_{0}=\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes N^{\langle\sigma\rangle}$.

One defines $\delta_{0}: N \rightarrow N \otimes \mathbb{C}\left(\left(z^{-1 / 4}\right)\right)$ by $\delta_{0}\left(r_{j}\right)=\left(q_{j}-\frac{3}{8}\right) r_{j}$ for $j=0,1,2,3$ and $\delta_{0}(f n)=$ $z \frac{\mathrm{~d} f}{\mathrm{~d} z} n+f \delta_{0}(n)$ for $f \in \mathbb{C} \llbracket z^{-1 / 4} \rrbracket, n \in N$. The induced operator $N_{0} \rightarrow N_{0} \otimes \mathbb{C}\left(\left(z^{-1}\right)\right)$ is also denoted by $\delta_{0}$. The term $-\frac{3}{8}$ is introduced in order that the operator on $N_{0}$ has trace zero. We note that $\left(N_{0}, \delta_{0}\right)$ is irreducible and therefore its group of automorphisms is $\mathbb{C}^{*}$. The chosen prescribed singularity at $z=\infty$ is the formal local connection $\left(N_{0}, \delta_{0}\right)$. On the basis $\left\{s_{0}, s_{1}, s_{2}, s_{3}\right\}$ of $N_{0}$, this is represented by

$$
L_{\infty}:=z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cccc}
-\frac{3}{8} & 0 & z & \frac{t}{4} z \\
\frac{t}{4} & -\frac{1}{8} & 0 & z \\
1 & \frac{t}{4} & \frac{1}{8} & 0 \\
0 & 1 & \frac{t}{4} & \frac{3}{8}
\end{array}\right)
$$

Remark 8.1. The choice $\left(N_{0}, \delta_{0}\right)$ and corresponding $L_{\infty}$ used here is not unique. A canonical choice will be described in Remark 8.2.

We consider the moduli functor for the data: "The isomorphy classes of the connections $\delta: \mathcal{V} \rightarrow \mathcal{V}([\infty])$ on the free bundle $\mathcal{V}$ such that the induced $\delta: \widehat{\mathcal{V}}_{\infty} \rightarrow \widehat{\mathcal{V}}_{\infty} \otimes \mathbb{C}\left(\left(z^{-1}\right)\right)$ is isomorphic to $\left(N_{0}, \delta_{0}\right)$ ".

This isomorphism is unique up to $\mathbb{C}^{*}$. The connections $\delta$ (modulo isomorphisms) can be represented by the operators $L:=z \frac{\mathrm{~d}}{\mathrm{~d} z}+A_{0}+A_{1} z$ (modulo equivalence) for which there exists a $U \in \mathrm{GL}_{4}\left(\mathbb{C} \llbracket z^{-1} \rrbracket\right)$ with $U L U^{-1}=L_{\infty}$.

The above is an example for the theory developed in [23, Section 12 (especially Section 12.5)]. It is shown there that a fine moduli space exists by giving an explicit construction for the general ramified case. For the present case, this moduli space is denoted by $\mathcal{M}_{4}$ and we will produce explicit formulas.

Consider the map $\eta: \mathcal{M}_{4}(\mathbb{C}) \rightarrow \mathbf{S}_{\mathbf{4}}$ associating to a connection its generic fibre (which is a differential module over $\mathbb{C}(z)$ belonging to $\mathbf{S}_{\mathbf{4}}$ ). From the observation that ( $N_{0}, \delta_{0}$ ) has automorphism group $\mathbb{C}^{*}$, it follows that $\eta$ is injective.

For $M \in \mathbf{S}_{\mathbf{4}}$, an invariant lattice $\Lambda_{\infty}$ at $z=\infty$ is defined as follows: $\Lambda_{\infty}$ is a free $\mathbb{C} \llbracket z^{-1} \rrbracket$ submodule of $\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes M$ of rank 4 , such that $\delta\left(\Lambda_{\infty}\right) \subset z \Lambda_{\infty}$. Similarly, an invariant lattice $\Lambda_{0}$ for $M$ at $z=0$ is by definition a free $\mathbb{C} \llbracket z \rrbracket$-submodule of $\mathbb{C}((z)) \otimes M$ of rank 4 such that $\delta\left(\Lambda_{0}\right) \subset \Lambda_{0}$.

From the definition of $\mathbf{S}_{\mathbf{4}}$, it follows that any $M \in \mathbf{S}_{\mathbf{4}}$ has a unique invariant lattice $\Lambda_{\infty} \subset$ $\mathbb{C}\left(\left(z^{-1}\right)\right) \otimes M$ at $z=\infty$ which is isomorphic to $\left(N_{0}, \delta_{0}\right)$. Further, one chooses an invariant lattice $\Lambda_{0} \subset \mathbb{C}((z)) \otimes M$. These lattices determine a connection $(\nabla, \mathcal{V})$ with generic fibre $M$. If $\mathcal{V}$ happens to be the free vector bundle, then $M$ lies in the image of $\eta$.

The regular singular differential module $\mathbb{C}((z)) \otimes M$ can be represented by a matrix differential operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+A$, such that the eigenvalues of the constant matrix $A$ are distinct modulo integers. If $A$ is diagonalizable, then $\mathbb{C}((z)) \otimes M$ contains many invariant lattices and, for a suitable choice of the lattice, the corresponding vector bundle $\mathcal{V}$ is free (compare the method of [23, Section 6.5]). This shows that the image of $\eta$ contains what could be called a "Zariski open, dense subset of $\mathbf{S}_{\mathbf{4}}$ ". However, the map $\eta$ is probably not surjective.

The parameter space $\mathcal{P}_{4}^{+} \cong \mathbb{C}^{3}$ is the space of the polynomials of the form $T^{4}+c_{2} T^{2}+c_{1} T+c_{0}$. The morphism $\mathcal{M}_{4} \rightarrow \mathcal{P}_{4}^{+}$maps a connection $z \frac{\mathrm{~d}}{\mathrm{~d} z}+A_{0}+z A_{1} \in \mathcal{M}_{4}(\mathbb{C})$ to the characteristic polynomial of $A_{0}$.

Let $\mathcal{R}_{4}$ denote the moduli space for the analytic data (i.e., the topological monodromy and the Stokes matrices) of the set $\mathbf{S}_{\mathbf{4}}$. The Riemann-Hilbert morphism is the obvious map RH: $\mathcal{M}_{4} \rightarrow \mathcal{R}_{4}$. The map RH forgets $t$ and the choice of a logarithm of the topological monodromy at $z=0$. Thus the fibres of RH have dimension 1 and so $\operatorname{dim} \mathcal{M}_{4}=1+\operatorname{dim} \mathcal{R}_{4}$. The connected components of the fibres are parametrized by $t$.

We note that for every integer $n \geq 3$, one can define, in a similar way, a family of differential modules $\mathbf{S}_{\mathbf{n}}$, given as follows: $\operatorname{dim} M=n ; \Lambda^{n} M$ is the trivial differential module; $z=0$ is regular singular and the (generalized) eigenvalues at $z=\infty$ are $z^{2 / n}+t z^{1 / n}$ and its conjugates. The corresponding moduli spaces $\mathcal{M}_{n}, \mathcal{R}_{n}$ produce the Lax pairs introduced by Noumi, Yamada et al. For $n=3$ this Lax pair yields $\mathrm{P}_{4}$. This is exploited in [24]. For $n=4$, the Lax pair produces $\mathrm{P}_{5}$ and its Bäcklund transformations. We will give the details for $n=4$ and refer to a future paper for the general case.

### 8.1.1 $\quad \mathcal{R}_{4}$ and the fibres of $\mathcal{R}_{4} \rightarrow \mathcal{P}_{4}$

The monodromy of a differential module $M \in \mathbf{S}_{\mathbf{4}}$ consists of the topological monodromies mon ${ }_{0}$ and $\operatorname{mon}_{\infty}$ at the points 0 and $\infty$. Since there are no other singularities one has $\operatorname{mon}_{0} \cdot \operatorname{mon}_{\infty}=1$. The monodromy at $\infty$ is given by the Stokes matrices and the formal monodromy $\gamma$. The monodromy identity [23] states that $\operatorname{mon}_{\infty}$ is equal to their product.

Now we compute the Stokes data at $z=\infty$ and refer to [23] for more details. The (generalized) eigenvalues at $z=\infty$ are:

$$
q_{0}=z^{1 / 2}+t z^{1 / 4}, \quad q_{1}=-z^{1 / 2}+\mathrm{i} t z^{1 / 4}, \quad q_{2}=z^{1 / 2}-t z^{1 / 4}, \quad q_{3}=-z^{1 / 2}-\mathrm{i} t z^{1 / 4}
$$

The differences $q_{0}-q_{1}, q_{0}-q_{3}, q_{2}-q_{1}, q_{2}-q_{3}$ have the form $2 z^{1 / 2}+\cdots$, and $q_{0}-q_{2}=2 t z^{1 / 4}$ and $q_{1}-q_{3}=2 \mathrm{i} t z^{1 / 4}$. There is one singular direction in $[0,1)$ for the terms $\pm 2 z^{1 / 2}$ as well as for each of $\pm 2 t z^{1 / 4}, \pm 2 \mathrm{i} z^{1 / 4}$. This leads to the monodromy identity

$$
\operatorname{mon}_{\infty}=\left(\begin{array}{llll}
1 & & & -1 \\
& 1 & & \\
& & 1 &
\end{array}\right)\left(\begin{array}{llll}
1 & & & \\
& 1 & & y \\
& & 1 & \\
& & & 1
\end{array}\right)\left(\begin{array}{cccc}
1 & & & \\
x_{1} & 1 & x_{2} & \\
& & 1 & \\
x_{3} & & x_{4} & 1
\end{array}\right) .
$$

The basis for the above matrices is unique up to multiplying every basis vector by the same scalar. Therefore, $\mathcal{R}_{4} \cong \mathbb{C}^{5}$.

The parameter space $\mathcal{P}_{4}$ for $\mathcal{R}_{4}$ is given by the characteristic polynomial of $\mathrm{mon}_{\infty}$, which is written as $T^{4}+p_{3} T^{3}+p_{2} T^{2}+p_{1} T+1$. Thus $\mathcal{P}_{4} \cong \mathbb{C}^{3}$. One considers the commutative diagram

where rh maps the characteristic polynomial of a local differential operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+A$ at $z=0$ to the characteristic polynomial of $\operatorname{mon}_{\infty}=\operatorname{mon}_{0}^{-1}$; explicitly, $\prod_{j=1}^{4}\left(T-\lambda_{j}\right) \mapsto \prod_{j=1}^{4}\left(T-\mathrm{e}^{2 \pi \mathrm{i} \lambda_{j}}\right)$.

The fibre of $\mathcal{R}_{4} \rightarrow \mathcal{P}_{4}$ above ( $p_{1}, p_{2}, p_{3}$ ) is defined by an obvious set of equations in the variables $x_{1}, x_{2}, x_{3}, x_{4}, y$. After elimination of the two variables $x_{1}, x_{2}$, there remains one cubic equation in the variables $y, x_{3}, x_{4}$ and parameters $p_{1}, p_{2}, p_{3}$. After a linear change of $y, x_{3}, x_{4}$ the equation has the form

$$
v_{1} v_{2} v_{3}+* v_{1}^{2}+* v_{2}^{2}+* v_{1}+* v_{2}+* v_{3}+*=0
$$

for suitable affine expressions $*$ 's in the parameters $p_{1}, p_{2}, p_{3}$. The cubic equation for the monodromy of $\mathrm{P}_{5}$ has the same features. Comparing with the table of cubic surfaces associated to Painlevé equations in [22, pp. 2635-2636] and [5, 21], this is an indication that the (yet to be determined) Lax pair produces $\mathrm{P}_{5}$.

### 8.1.2 A matrix differential operator for $\mathcal{M}_{4}$, Lax pairs and $P_{5}$

We want to represent a "general" element $M \in \mathcal{M}_{4}$ by a matrix differential operator $z \frac{\mathrm{~d}}{\mathrm{~d} z}+$ $A_{0}+z A_{1}$. It turns out that a direct computation is rather difficult. Instead, we adapt the computation of the formal local connection $\left(N_{0}, \delta_{0}\right)$ and $L_{\infty}$, to the global case. Then $M$ is replaced by $N:=\mathbb{C}\left(z^{1 / 4}\right) \otimes M$ and we use "equivariant formules" on $N$. Let $\gamma$ denote the automorphism of $\mathbb{C}\left(z^{1 / 4}\right)$ over $\mathbb{C}(z)$, defined by $\gamma\left(z^{1 / 4}\right)=\mathrm{i} z^{1 / 4}$. Let $\sigma: N \rightarrow N$ be given by $\sigma(f \otimes m)=\gamma(f) \otimes m$ for $f \in \mathbb{C}\left(z^{1 / 4}\right)$ and $m \in M$. This new differential module $N$ has no ramification at $z^{1 / 4}=\infty$ and has Katz invariant 2. Let $D$ denote the differential operator on $N$. One considers a basis $e_{0}, e_{1}, e_{2}, e_{3}$ of $N$ such that $\sigma$ acts by $e_{0} \mapsto e_{1} \mapsto e_{2} \mapsto e_{3} \mapsto e_{0}$. We try to construct $D$ by a formula

$$
D\left(e_{0}\right)=\left(z^{1 / 2}+\frac{t}{4} z^{1 / 4}-3 / 8\right) e_{0}+\left(a_{1}+b_{1} z^{1 / 4}\right) e_{1}+a_{2} e_{2}+\left(a_{3}+b_{3} z^{1 / 4}\right) e_{3} .
$$

This determines $D$ because $\sigma \circ D=D \circ \sigma$. The term $-3 / 8$ is introduced (as before) in order to obtain a matrix for $D$ with trace zero.

The formula for $D$ follows from the construction of the moduli space for the ramified case [23, Section 12.5]. The matrix of $D$ on the basis of invariants

$$
\begin{aligned}
& B_{0}=e_{0}+e_{1}+e_{2}+e_{3}, \\
& B_{1}=z^{1 / 4}\left(e_{0}+\mathrm{i}_{1}+\mathrm{i}^{2} e_{2}+\mathrm{i}^{3} e_{3}\right), \\
& B_{2}=z^{1 / 2}\left(e_{0}-e_{1}+e_{2}-e_{3}\right), \\
& B_{3}=z^{3 / 4}\left(e_{0}-\mathrm{i} e_{1}-e_{2}+\mathrm{i} e_{3}\right)
\end{aligned}
$$

is

$$
\left(\begin{array}{cccc}
-\frac{3}{8}+a_{1}+a_{2}+a_{3} & 0 & z & z\left(\frac{t}{4}+b_{1}+b_{3}\right) \\
\frac{t}{4}-\mathrm{i} b_{1}+\mathrm{i} b_{3} & -\frac{1}{8}-\mathrm{i} a_{1}-a_{2}+\mathrm{i} a_{3} & 0 & z \\
1 & \frac{t}{4}-b_{1}-b_{3} & \frac{1}{8}-a_{1}+a_{2}-a_{3} & 0 \\
0 & 1 & \frac{t}{4}+\mathrm{i} b_{1}-\mathrm{i} b_{3} & \frac{3}{8}+\mathrm{i} a_{1}-a_{2}-\mathrm{i} a_{3}
\end{array}\right)
$$

and $D$ is equal to the differential operator

$$
z \frac{\mathrm{~d}}{\mathrm{~d} z}+\left(\begin{array}{cccc}
\epsilon_{0} & 0 & z & z f_{0} \\
f_{1} & \epsilon_{1} & 0 & z \\
1 & f_{2} & \epsilon_{2} & 0 \\
0 & 1 & f_{3} & \epsilon_{3}
\end{array}\right)
$$

with $\sum \epsilon_{j}=0, f_{0}+f_{2}=f_{1}+f_{3}=\frac{t}{2}$. The $\epsilon_{0}, \ldots, \epsilon_{3}$ are parameters.
The operator $D$ is completed to a Lax pair by the differential operator $E$ with respect to $\frac{\mathrm{d}}{\mathrm{d} t}$. This operator, written on the basis $e_{0}, e_{1}, e_{2}, e_{3}$ is $\sigma$-invariant and has the form $E\left(e_{0}\right)=$ $z^{1 / 4} e_{0}+\sum_{j=1}^{3} h_{j} e_{j}$ for suitable functions $h_{1}, h_{2}, h_{3}$ of $t$. On the basis $B_{0}, B_{1}, B_{2}, B_{3}$ one obtains

$$
E:=\frac{\mathrm{d}}{\mathrm{~d} t}+\left(\begin{array}{cccc}
g_{0} & 0 & 0 & z \\
1 & g_{1} & 0 & 0 \\
0 & 1 & g_{2} & 0 \\
0 & 0 & 1 & g_{3}
\end{array}\right)
$$

with $\sum g_{j}=0$. The assumption that $E$ commutes with $D$ produces a nonlinear system of first order differential equations for $f_{0}, f_{1}, f_{2}, f_{3}$ as functions of $t$.

These formulas are almost identical to those derived by Noumi-Yamada. After eliminating $f_{2}, f_{3}$ a combination of the resulting differential equations for $f_{0}$ and $f_{1}$ leads to the standard $\mathrm{P}_{5}$ equation, see $[14,26]$ for details. The differential equations for $f_{0}, f_{1}$ are

$$
\begin{aligned}
2 t f_{0}^{\prime}= & 8 f_{0}^{2} f_{1}-2 f_{0}^{2} t-4 f_{0} f_{1} t+f_{0} t^{2}-4 \epsilon_{0} f_{0}+2 \epsilon_{0} t+4 \epsilon_{1} f_{0}-4 \epsilon_{2} f_{0} \\
& +4 \epsilon_{3} f_{0}-2 \epsilon_{3} t-2 f_{0}+2 t, \\
2 t f_{1}^{\prime}= & -8 f_{0} f_{1}^{2}+4 f_{0} f_{1} t+2 f_{1}^{2} t-f_{1} t^{2}+4 \epsilon_{0} f_{1}-2 \epsilon_{0} t-4 \epsilon_{1} f_{1}+2 \epsilon_{1} t \\
& +4 \epsilon_{2} f_{1}-4 \epsilon_{3} f_{1}+2 f_{1} .
\end{aligned}
$$

In fact, the equations coincide with the ones in [26] for $f_{0}, f_{1}, f_{2}, f_{3}$. The symmetry of these equations with respect to the cyclic permutation $f_{0} \mapsto f_{1} \mapsto f_{2} \mapsto f_{3} \mapsto f_{0}$ produces an element $\pi$ of order 4 in the group of Bäcklund transformations. This is the "missing element" needed to obtain the extended affine Weyl group of $A_{3}^{(1)}$.

An alternative computation for the Lax pair is based on observing that isomonodromy is given by $D E\left(e_{0}\right)=E D\left(e_{0}\right)$ and that $a_{1}, a_{2}, a_{3}$ are independent of $t$. A straightforward computation then yields

$$
\begin{aligned}
& 4 t \cdot \frac{\mathrm{~d} b_{1}}{\mathrm{~d} t}=-16 \mathrm{i} b_{1}^{2} b_{3}+t^{2} b_{1} \mathrm{i}+16 \mathrm{i} b_{3}^{3}-4 \mathrm{i} a_{1} t+4 a_{1} t-32 a_{2} b_{3} \\
& 4 t \cdot \frac{\mathrm{~d} b_{3}}{\mathrm{~d} t}=-16 \mathrm{i} b_{1}^{3}+16 \mathrm{i} b_{1} b_{3}^{2}-t^{2} b_{3} \mathrm{i}+4 \mathrm{i} a_{3} t-32 a_{2} b_{1}+4 a_{3} t \\
& h_{1}=-b_{1} \mathrm{i} / 2+b_{1} / 2, \quad t \cdot h_{2}=2 b_{1}^{2} \mathrm{i}-2 b_{3}^{2} \mathrm{i}+4 a_{2}, \quad h_{3}=b_{3} \mathrm{i} / 2+b_{3} / 2
\end{aligned}
$$

These equations for $b_{1}, b_{3}$ form a Hamiltonian system

$$
\begin{aligned}
& t \frac{\mathrm{~d} b_{1}}{\mathrm{~d} t}=\frac{\partial H}{\partial b_{3}}, \quad t \frac{\mathrm{~d} b_{3}}{\mathrm{~d} t}=-\frac{\partial H}{\partial b_{1}} \\
& H=\frac{\mathrm{i}\left(b_{1}^{2}-b_{3}^{2}\right)^{2}}{t}+\frac{\mathrm{i} t b_{1} b_{3}}{4}+\frac{4 a_{2}\left(b_{1}^{2}-b_{3}^{2}\right)}{t}-(1+\mathrm{i}) a_{3} b_{1}+(1-\mathrm{i}) a_{1} b_{3}
\end{aligned}
$$

The above Hamiltonian $H$ is, up to a change of variables, the same as Okamoto's polynomial Hamiltonian for $\mathrm{P}_{5}$, see [17, p. 265].

Remark 8.2. Here we describe a more canonical choice for the invariant lattice (see page 21). Let $N$ be the free $\mathbb{C} \llbracket z^{-1 / 4} \rrbracket$-module with basis $e_{0}, e_{1}, e_{2}, e_{3}$. The action of $\sigma$ is given by $e_{0} \mapsto e_{1} \mapsto e_{2} \mapsto e_{3} \mapsto e_{0}$ and $\sigma\left(z^{1 / 4}\right)=\mathrm{i} z^{1 / 4}$. The operator $\delta_{0}$ on $N$ commutes with $\sigma$ and is determined by $\delta_{0}\left(e_{0}\right)=\left(z^{1 / 2}+\frac{t}{4} z^{1 / 4}+\frac{3}{8}\right) e_{0}$. Choose for the lattice $\tilde{N}_{0}$ at $z=\infty$ the module $N^{\sigma}$ of the $\sigma$-invariant elements of $N$. It has a basis

$$
\begin{aligned}
& B_{0}=e_{0}+e_{1}+e_{2}+e_{3} \\
& \tilde{B}_{1}=z^{-3 / 4}\left(e_{0}+\mathrm{i} e_{1}-e_{2}-\mathrm{i} e_{3}\right) \\
& \tilde{B}_{2}=z^{-1 / 2}\left(e_{0}-e_{1}+e_{2}-e_{3}\right) \\
& \tilde{B}_{3}=z^{-1 / 4}\left(e_{0}-\mathrm{i} e_{1}-e_{2}+\mathrm{i} e_{3}\right)
\end{aligned}
$$

The global operator $D$, commuting with $\sigma$, is given by

$$
D\left(e_{0}\right)=\left(z^{1 / 2}+\frac{t}{4} z^{1 / 4}+\frac{3}{8}\right) e_{0}+\left(a_{1}+b_{1} z^{1 / 4}\right) e_{1}+\left(a_{2}\right) e_{2}+\left(a_{3}+b_{3} z^{1 / 4}\right) e_{3}
$$

The matrix of $D$ with respect to the basis $B_{0}, \tilde{B}_{1}, \tilde{B}_{2}, \tilde{B}_{3}$ is

$$
\left(\begin{array}{cccc}
\frac{3}{8}+a_{1}+a_{2}+a_{3} & 0 & 1 & b_{1}+b_{3}+\frac{t}{4} \\
z\left(\frac{t}{4}-\mathrm{i} b_{1}+\mathrm{i} b_{3}\right) & -\frac{3}{8}-\mathrm{i} a_{1}-a_{2}+\mathrm{i} a_{3} & 0 & z \\
z & \frac{t}{4}-b_{1}-b_{3} & -\frac{1}{8}-a_{1}+a_{2}-a_{3} & 0 \\
0 & 1 & \frac{t}{4}+\mathrm{i} b_{1}-\mathrm{i} b_{3} & \frac{1}{8}+\mathrm{i} a_{1}-a_{2}-\mathrm{i} a_{3}
\end{array}\right)
$$

This can be rewritten as

$$
\left(\begin{array}{cccc}
\epsilon_{0} & 0 & 1 & g_{0} \\
z f_{0} & \epsilon_{1} & 0 & z \\
z & g_{1} & \epsilon_{2} & 0 \\
0 & 1 & f_{1} & \epsilon_{3}
\end{array}\right)
$$

with entries satisfying $f_{0}+f_{1}=g_{0}+g_{1}=\frac{t}{2}$ and $\epsilon_{0}+\cdots+\epsilon_{3}=0$.
Using the Lax pair conditions, elimination of $f_{1}, g_{1}, \epsilon_{3}$ and writing $f=f_{0}, g=g_{0}$ a system of differential equations essentially the same as the one in [26] is obtained

$$
\begin{aligned}
& 2 t f^{\prime}=-8 f^{2} g+2 f^{2} t+4 f g t-f t^{2}+8 \epsilon_{0} f-2 \epsilon_{0} t+2 \epsilon_{1} t+8 \epsilon_{2} f-2 f+2 t \\
& 2 t g^{\prime}=8 f g^{2}-4 f g t-2 g^{2} t+g t^{2}-8 \epsilon_{0} g+4 \epsilon_{0} t+2 \epsilon_{1} t-8 \epsilon_{2} g+2 \epsilon_{2} t+2 g
\end{aligned}
$$
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