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Abstract. We introduce a one parameter deformation of the Zwegers’ u-function as the
image of g-Borel and ¢-Laplace transformations of a fundamental solution for the ¢-Hermite—
Weber equation. We further give some formulas for our generalized u-function, for example,
forward and backward shift, translation, symmetry, a difference equation for the new pa-
rameter, and bilateral ¢g-hypergeometric expressions. From one point of view, the continuous
g-Hermite polynomials are some special cases of our p-function, and the Zwegers’ pu-function
is regarded as a continuous ¢g-Hermite polynomial of “—1 degree”.
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1 Introduction

Throughout this paper, let Z denote the set of integers and let C denote the set of complex
numbers, i := y/—1 be the imaginary unit, 7 € C be a complex number Im(7) > 0, and
q := e*™7. We define the ¢-shifted factorials and Jacobi theta functions as follows:
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and for appropriate complex numbers aq,...,a,,b1,...,bs,x, we define the g-hypergeometric

series as follows:
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(a1,...,00)n = (a1,...,0r59)n = (a1;Q)n - - (@73 @), n € Z U {oo}.

Mock theta functions first appeared in Ramanujan’s last letter to Hardy in 1920. In this
letter, Ramanujan told Hardy that he had discovered a new class of functions which he called
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mock theta functions. Mock theta functions are functions that have asymptotic behavior similar
to “theta functions” (i.e., modular forms) at roots of unity but are not “theta functions”, and
Ramanujan gave 17 examples of mock theta functions. Some typical examples are as follows:
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Later, Andrews and Hickerson gave a detailed definition of the mock theta function [2]. For
more background on mock theta functions, see, for example, [1, 10].

Ramanujan’s mock theta functions are represented as linear combinations of specializations
of the universal mock theta function:

Z

n= 1

n(n 1)

and some g-infinite products, which have come to be known as the mock theta conjectures. For
example [5, Appendix A],
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Such identities were proved by Hickerson [11]. More fundamentally, the universal mock theta
function gs(z;q) can be written in the form [12, Theorem 3.1]
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+ g Seu(3u,7,37) + ¢~ 522 u(3u, 27, 37),

where p is the p-function defined by Zwegers as follows [23]:
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For convenience, we also use the following multiplicative notation of the u-function:
n(n+1)
i~ /77 )"y"q
w(@,y; q) = pl@,y) = Z
q( 1 —xzq"

nez
If we substitute z = > and y = ™, then u(z,y;q) = u(u,v; 7).

Zwegers showed that the p-function satisfies a transformation law like Jacobi forms by adding
an appropriate non-holomorphic function to the u-function [23]:

where
i x 9
Al 057) i= plu, 05m) + S R(u —vim), - Blz):= 2/ e ™ dz,
0
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Im(u)
Im(7) "
forms (see [5]). Thus, the p-function is very important for the study of mock theta functions.

Further, Zwegers gave the following formulas:

and t = Im(7), a = This result was a pioneering work in the study of mock modular

p(u+1,0) = p(u,v +1) = —p(u, v), (1.1)
Vg, (1.2

2mi(u—v)
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p(u+ 2,0+ 2) = p(u,v) + T @) (0) 2 (a + 201 (0 £ ) (1.3)
pw(u,v) = p(u+ 7,0+ 7) (1.4)
= nlv,w) (1.5)
= pl=u, o). (1.6)

On the other hand, the p-function is also a very interesting object from the viewpoint of
g-hypergeometric functions. For example, let us recall the well-known Kronecker formula [20]:

s ( 0y ) _ (@a.2y.9/ry) _ (2)304(—2y)
o (:EaQ/$aya Q/y)oo eq(_x)eq(_y)
The second equality is the case of a = x, b = xq, z = y in Ramanujan’s summation formula:

a’. z — (a)nzn — (CLZ7Q/CLZ7Q7 b/a)oo
v <b’q’ > 2 ()~ (2,b/azb,4/a)

k(x,y) == (1.7)

Note that from the most right-hand side of (1.7), one recognizes the symmetry k(z,y) = k(y, x)
explicitly.
Obviously, the p-function is an analogue of the Kronecker summation:

n

Y
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Hence the symmetric property u(x,y) = u(y, ) holds in a similar way as k(z,y) = k(y, x), that
is p-function has the following expressions:
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These expressions follow from some Bailey transformations for 212 (see [8, p. 150, Exercise 5.20)):
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= 1.1
(z,d,q/b,cd/abz) s =22 az,c ’ 7a (1.13)
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which is a bilateral version of Heine’s transformation formula:

21 (a,b;q’2> _ Mz(ﬁl <a,abz/c;q7 C> '
c a

(2,0)o0 az

In fact, by taking the limit z — z/b, b — 00, ¢ = 0 in (1.11)—(1.14), we derive

192 <Ofbd; q, Z) = m 192 (a(i/zd; q,d> (1.15)
_ W s (a’&zo/d; . Z) (1.16)
— (2(’;;2;2:00 9 (Z’_d;q,az>, (1.17)

and we obtain (1.8), (1.9) and (1.10). In particular, the expression (1.10) was pointed out by
Choi (see [6, Theorem 4] and [4, Theorem 5.1]).

Thus the p-function is an interesting object deeply studied. But, it seems that there are many
problems to be clarified further. For example, why the u-function is a two-variable function,
whereas the universal mock theta function gs(z,q) is a one-variable function (i.e., what is the
origin of the extra variable of the p-function?). Also, why the factors e™® in the numerator
and Y11(v) in the denominator are needed. Further, where the translation formula (1.3) comes
from. Some explanation has been given for these questions. For example, Zwegers gives con-
structions of mock theta functions as indefinite theta series, of which u-function is a special case,
and these naturally have theta functions in denominators which are explainable from the geom-
etry of the quadratic forms. Also Zwegers’ two-variable fi-function is decomposed into a sum of
meromorphic Jacobi form and one-variable Maa—Jacobi form [21] (see also [5, Theorem 8.18]).
However, as we will show in this paper, one can give another answer from the view of g-special
functions.

By using the pseudo-periodicity equation (1.2) and a bit of calculation, we obtain the following
second-order g-difference equation for the u-function:

[Tﬁ —q2 <1 - §q> Ty — :;q] wx,y) =0,  Tpf(z) = f(gm). (1.18)

This g-difference equation (1.18) coincides with the specialization a = ¢ and the transformation
T > % of the following equation essentially:

(72 — (1 — 2q)v/aT, — xq] f(z) =0, (1.19)

which is the transformation a — £, u(zq) = Gq(—“m/—g) f(x) of the ¢g-Hermite-Weber equation:
lazT? + (1 — 2)T, — 1]u(z) = 0.

The equation (1.19), which we also call the “g-Hermite-Weber equation”, is a typical example
of the second-order ¢-difference equation of the Laplace type:

(a0 + box)T2 + (a1 + b12) Ty + (a2 + bex)]u(z) = 0.

The g-difference equations of the Laplace type have long been studied. For example, the
g-difference equation satisfied by Heine’s hypergeometric function s¢q:

[(c — abqz)T; — (c+ q — (a+ b)qz)Ty + q(1 — 2)] f(z) = 0, (1.20)
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which is the most popular and master class in the following hierarchy of the second order ¢-
difference equations, was discovered in the 19th century. The ¢-Hermite-Weber equation (1.19)
is one of some equations in the hierarchy obtained by taking some limits of g-difference equa-
tion (1.20) (for example, see [16, Figure 2]).

However, a systematic study of the global analysis of degenerate Laplace types had to wait
for J.P. Ramis, J. Sauloy and C. Zhang’s work [18] in the 21st century. They introduced some
g-Borel and g-Laplace transformations:

n(n—1) n
=> ang z &', LT Ze Aqn/x (1.21)

n>0

for the formal series

= Zanx” € C[z],

n>0

which play a fundamental role in the study of the Laplace type ¢-difference equations. In particu-
lar, C. Zhang [22] obtained some connection formulas for the g-convergent hypergeometric series
200 (a, b; q, z) by applying these transformations. By considering the degeneration of Zhang’s
result, C. Zhang and Y. Ohyama [17] gave some connection formulas for the ¢-Hermite series
191(a;0; ¢, ).

In view of the story discussed above, we introduce the following generalization of the u-
function.

Definition 1.1. Let «, a be complex parameters such that u — ar,v € C\(Z + Z7), and such
that za=!,y € C\{¢" }nez. We define u(u,v; ) or u(z,y;a) as the following series:

emia(u—v) . 1 (n41) (62Wiuqn+1)
. _ . — 2 : _1)" 27i(n+5)v  —5— : 00
/L(U,U,O[,T) ,U,('LL,’U,CM) 1911(,0) nEZ( ) € q (e27r1uqn704+1) ’

ad) = e ) e —i L1 (@/Y)? (@) z/a
w(x, y;a,q) = p(x, y;a) == —iq 6(—y) (2/a)m w2< JRY y)

(e}

1

In particular, we have pu(u,v;0) = —ig~s and p(u,v;1) = p(u,v).

2miu 2miv 2miaT

If we substitute z = ™, y = ¢“™ and a = e = q%, then u(z,y;a,q) = p(u,v;a,7). The
definition of u(u,v;«) is equal to the composition of the ¢-Borel and ¢-Laplace transformations
of the formal solution

fol) = 260 (a’_o; 4. 2)

for the g-Hermite-Weber equation (1.19) around = = 0 (see Section 2).

Theorem 1.2. Let fo(x,\) be the image of the q-Borel and q-Laplace transformations of the
fundamental solution fy of the q-Hermite—Weber equation at x = 0:

fo(x) := z2 LT o Bt (ﬁ))(.%’, A).
Then we have

fo (ezﬂi(u*v) —e™) = pi(u, v; ). (1.22)

)
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As a corollary, we obtain an interpretation of p(u,v) = p(u,v; 1) that the original p-function
is regarded as the image of the ¢g-Borel and ¢-Laplace transformations of the fundamental so-
lution fo of the g-Hermite-Weber equation (very recently S. Garoufalidis and C. Wheeler [7]
pointed out this fact independently of us). This interpretation gives some answers to our ques-
tions mentioned before. For example, the u-function is a two-variable function with z = €*™* and
y = €™ due to the extra parameter A which arises from the ¢-Laplace transformation (1.21).
The denominator ¥11(v) of the p-function arises from the definition of ¢-Laplace transformation.
The numerator e™* in y(u,v) corresponds to the characteristic index of the solution around the
origin of (1.19).

For this function pu(u,v;a), we give the following formulas similar to those of the original
p-function.

Theorem 1.3.

ot 27,030) = (1= 20) g%+ 7,v30) + €20 g, v; ),

plu,va) = e ™ (u + 1, v;0) = " uu, v+ 1; a),

wlu+ 7,0, a) = —e2mi(u—)
(
(

q% p(u,v; @) + ™3 p(u, vy a — 1),

wlu — 1,0, a) = q%,u(u,v; ) — 2ie~Ti(u—v) sin(rar)u(u, v; o + 1),
1911(“ + 2)7911(1) +z- 0[’7') e27ria(u7v)

Y1(u+ 2z — ar)d (v + 2)

B i(qa)oo(Q)goq%ﬂll(z)ﬁn(u +v+2z—ar)
1911(“)1911(1) - 047')?911(u +z - 047')1911(11 + z)

plu+z,v+ z;a) = p(v, u; o)

. 1-a .
% eﬂl(afl)(ufv) 161 (q 0 1 q, eZm(uv)q> , (127)
wlu,v;a) = plu+ 1,0+ 75 00) (1.28)
I11(v = a7) V11 () sria
_ ria(u—) 4 (5 20 1.29
1911(11 — 057')1911(1}) 'UJ( ) ( )
I11(v = a1)911(u) aria
— Tia(u—v —u _|_ OéT, —v + aT; le% R 1.30
1911(11 - 047')’1911(1}) 'UJ( ) ( )
2cos(u —v)p(u,v;a) = (1 — ¢ )p(u,v;a+ 1) + plu,v;a — 1). (1.31)

We see that these formulas correspond to that of the original p-function as the periodic-
ity: (1.24) < (1.1), forward shift: (1.25) <> (1.2), translation: (1.3) <> (1.3), 7-periodicity:
(1.28) «» (1.4), symmetry: (1.29) <> (1.5), pseudo periodicity: (1.30) <+ (1.6). The equation
(1.23) is a rewriting that u(u,v;a) satisfies the g-Hermite-Weber equation (1.19). Also, the
property (1.31) is one of the specific properties of p(u,v; ), which coincides essentially with the
q-Bessel equation:

v VN 72 5 1
T, — (¢ +q 2)T$+<1+4)]f($)—0, T2 f(z) = f(q22).
Also, the second term on the right-hand side of (1.3) is written by the g-Bessel function (see
Corollary 3.1). Further, we prove the translation formula (1.3) as a connection formula for the ¢-
Hermite-Weber equation, that means the mysterious translation (1.3) is regarded as a variation
of a connection formula (see Theorem 2.3 and (2.4)).

We also immediately obtain the g-hypergeometric expressions for p(u,v;a) corresponding to
(1.8), (1.9) and (1.10) from (1.15), (1.16) and (1.17).
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Theorem 1.4.

_1 (/y)? (“‘J/y)oolqp2 <y/a;qa$>

pleyia) = =105 T e V2 0y

St () S (5 e

ot () S (e %)

Note that the symmetry (1.29) is proved by a specialization of the translation (1.3), but we
also get another proof from these ¢-hypergeometric expressions.

The above results are for general complex parameters with «, but by restricting a to the
integer k, we obtain the following simplified formulation.

Corollary 1.5. Let k be an integer, we have

plu+1,0;k) = plu, v+ 15 k) = (=1)Fp(u, v; k),
plu+ 7,05 k) = —e2 )3 vk + O3 u(u, sk - 1),
) .
bl = 703 K) = g5 (v ) = 2ie 0 sin (k) o + 1),
1
8

ig5 (q)3,911(2)911(u+v + 2)
(

. 1) = . 1
plu+z, o+ 2+ 1) = p(u,v;k+ 1) + T @) @9 (0 + 2w+ 7)

e—mik(u—v) —k oo
X quﬁl ( A e2mil U)Q> 5
wlu,vi k) = p(u+ 1,0+ 73 k)
(v, u; k‘)
(—u

©
I 1k),
2cosm(u v),u(u,v; k) =(1- q_k),u(u,v; E+1)+ p(u,v; kb —1). (1.32)

In particular, if k is a positive integer, we have

eﬂik(u—v) omi(m L n(ni1) k-1 1
plu, v k) = FOR Z(—l)ne i(n 2)”q72 H T g
neZ 1=0
k—1 k 1—j 2
— o mi(k—1)(u—v—r <k 127]) o 1
= wlu — J7,v). .33
D e Uit (1.33)

Jj=

Also from (1.32), we obtain the following result which is non-trivial from the definition of
w(u, v; ).

Theorem 1.6. Let k be a non-negative integer, we have
wlu,v;—k) = —iq*%Hk(cos m(u—v)|q),

where Hy(cosm(u — v) | q) is a continuous q-Hermite polynomial of degree k [13, p. 543]:

k
Hy(cosm(u—v) | q) :Z i(k=20)(u—v),
l:O
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From this theorem, {p(u,v;k + 1)}i>0 is a family of “minus degree” continuous g-Hermite
polynomials, and in particular, the original p-function is regarded as a “—1 degree” continuous
g-Hermite polynomial.

To give some relations of {u(u,v;k)}rez, we introduce the following generating function of

{u(u, vk + 1)} >0
S(u,v,r) =S(r) = Zu(u, vk + 1)k,
k=0

which is a variation (i.e., minus degree version) of the well-known generating function of the
continuous ¢-Hermite polynomials (for example, see [13, p. 542]):

H, 1
P akA U — (1.34)
n>0 (q)n (re ,re )OO

For the generating function S(r), we obtain the following ¢-difference relations and expressions.
Theorem 1.7.

(1) The generating function S(r) satisfies the following q-difference equations:

S(r)y=(1- re”i(“_”)q) (1— re_”i(“_”)q)S(rq) - irqg, (1.35)
[(1 _ Teﬂi(u—v)q2) (1 _ Te—ﬂi(u—v)q2)TTQ
— (1 + q(l — re’ri(“*”)q) (1 — re*”i(“*”)q))Tr + q]S(T) = 0. (1.36)

(2) The generating function S(r) has the following closed forms:

. . mi(u—v) —mi(u—v)
S(r) = (re™ =g, re™ ™) pi(u, v) — irgs 3¢ <q’re h e 7, q,q)

0,0
— (e o)
.o
x ) — o) a’OQ’O;q;re”i(“_”)q,re_”i(“_”)q (1.37)
l—q q
= (remi(u=v)g, pe=milu=v) M0 L =m)
= (re q,re q).. Z @ qmr™, (1.38)

m>0

where ®Y) is the q-Appell hypergeometric function:

(1) a; by, by . — (a)m+n(b1)m(b2)nxm n
® ( c 0 y) 2 i@ T (1.39)

m,n>0

In particular, note that the g¢-difference equation (1.36) is a degeneration of the g¢-Heun
equation:

[(ao + by + C(].I‘Q)Ta? + (a1 + bz + clan)Tr + (a2 + box + csz)]u(:r) =0,

and S(r) is its solution. Furthermore, by comparing the coefficients in the expansion of the
relation (1.38) at r = 0, we also obtain some relations for p(u,v; k + 1), see Corollary 3.6.

This paper is organized as follows. First, in Section 2, we present some preliminary results on
the basic solutions and connection formulas for some g¢-difference equations that are degenera-
tions of the g-difference equation (1.20). In particular, for the ¢-Hermite-Weber equation (1.19),
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we give a proof of its connection formula according to Ohyama’s private note [17]. Furthermore,
we show that the images of the g-Borel and g-Laplace transformations for the divergent solu-
tion fo(x) is essentially equivalent to the generalized p-function p(u,v;a). Then, we prove the
connection formula for the case where the parameters A and )\ are different, and state that
it is equivalent to the translation formula (1.3) of p(u,v;«). Next, in Section 3, we prove the
above main results concerning u(u, v; ). In Section 4, we mention that u(u,v; k, 7) satisfies the
modular transformations (4.1) and (4.2). Finally, in Section 5, we discuss a possible direction
to future works.

During the preparation of this paper, we have been informed by Hikami and Matsusaka of
a recent very interesting paper [7]. Some of the examples of the paper [7] overlap with our
results on the p-function, though the one parameter generalization p(u,v;«) is not considered
there (e.g., see equation (1.18) and [7, Section 4.2]).

2 Fundamental solutions and connection formulas
of some g-difference equations

In this section, based on [16, 18, 22|, we present some preliminary results on the basic solutions
and connection formulas for some g¢-difference equations.

Lemma 2.1 (][22, p. 18, Theorem 2.2.1]). We have the fundamental solutions of the q-difference
equation

[(1- abzq)T? — (1 — (a4 b)zq)T, — zq| f(x) =0 (2.1)

around r = 0 and x = oo:

LT o BT (Fy)(x, \), Fy(x) = (ab2)oo 201 <q/a’q/b;q,abx) ,

o(—2q) 0
0 (—azq) a,0 ~ q . 0q(—bxq) b,0 g
G1<$) - eqq(—.’qu) 2¢1 (CLQ/b’ q, abx) P GQ(-%') — Hq(—.'lfq) 2¢1 (bQ/CL’ q, CLbCC) )

where Fy(zx) is the formal solution around x = 0:

Fi(z) = 260 (aibq,x> :

In this case, the connection formulas for LT o BT (Fy)(z,\), Fa(x) and Gi(x), Ga(x) are as
follows:

(b)sotg(a)by(axq/N)0y(—2q) G1(2)
(b/a)oclq(A, xq/ A, —azq)
(@)ocbq (bA)0q (brg/N)bg(—xq)
(@/b)oclq(A)0q(aq/A)0q(—bxq)
(¢/b)oo

_ @/ oo .
P = 0,010 O a0

Putting 2 + a2, b = 0 in the g-difference equation (2.1), we have

Lo BH(F) (2, \) =

GQ (x),

T2 — (1 —2q)T, — %q} f(a_lm) =0.

Furthermore, we put a = ¢%, x%f(aflx) = g(x), then g(z) is the solution of the ¢-Hermite—
Weber equation (1.19).
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Lemma 2.2. The fundamental solutions of the q-difference equation (1.19) around z =0 are

_ 15
folx) =22 LT 0 BY(fo)(x, ), go() = 9x(_$) 161 <qéa; q7$Q> :
q

where fo(x) is the formal solution around x = 0:

fo(z) = 2009 (“’_O;q, 2) .

And that of around x = 0o are

foola) = fo(z™h),  goolz) = go(z71).

In this case, the connection formulas for fo(x, ), foo(z,A) and go(x), goo(x) are as follows:

. I 1 .

P@NY _ @ | 8,(5/a)fy(x/N)a 9ol

(26 - 1 s | () e
0,(7/a)0y ()

For this Lemma 2.2, we give a proof by following Ohyama [17].

Proof. It is sufficient to prove the case of x = 0, since the g-difference equation (1.19) is
symmetric under the transformation z <> z~ 1L

The image of LT o BT for fo(x) gives the convergent series fo(), and it gives a fundamental
solution of (1.19). This fact follows from the property of the ¢g-Borel and ¢-Laplace transforma-
tions:

m(m

BY (2™ f(2)) (€) = 5”Tm+"8+<f><s>,
£+(engf<s>)<sv,A>=q T () (),

or
LYo BY(a™T} f)(z,\) = a™TeL o BY(f)(z, N).

Since the limit of Fy(x) as  — a 'z, b — 0 degenerates to go(z), we prove go(z) is another
fundamental solution of (1.19).

The proof of the connection formula is obtained from the degeneration limit of the connection
formula in Lemma 2.1. We take the limit of the Heine’s transformation formula

201 (a’cb; q, x) = (abz/¢)e 201 <c/b’ C/a;q, abx) ;

(7)o c c

as a + 0, then

201 (0;6;6]756) = (lioo 161 <q/b, q, bfﬂ) .

Then we rewrite the solution Ga(x) in Lemma 2.1 as

_ Oy(=bxq) 0,0 g\ _ _ 04(=bxq) q/a_ 4
o) = Gy (g 2) = bz (a2

_ 0q(—bxq) q/a
N (q’abx)ooﬁq(—abqu(—mq) 191 <bq/a’ ’> '
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Therefore the connection formula of £ o BT (Fy)(z, \) is given by

LY o BY(Fy)(z,\) = C1(2)Fa(z) + Co(x )e(j(bfc);) 191 (bqq//C;; q, cic) : (2.3)

where

Cr() = (b, @)oo 0q(aN)by(azq/N)0y(—1q)
(q/a>oo q(/\) q(xq//\)eq(—amq) ,
(@)ocby(—ax) . -\ 0q(bA)04(bzq/N)
Cule) = Gy 1910 el
_ (bg/a)oo Oq(—b)0y(aN)0q(azq/N)0y(— bxq)}
(¢/a)oc  O4(—Dq/a)0y(—axq)0y(—abx) |~

By replacing z — a~'z, A+ a7\, b +— —A"1¢" in (2.3) and taking the limit of each term
of (2.3) as n — oo, we have

(abz)oo q/la. 4 %0 (x
s ({0 L) = o),

Fy(z) — %:pg_lgg(ﬂs), Lt o BY(Fy)(z, ) — LT 0 BT (fo)(x, ).

Hence, we obtain the conclusion. |

Next, we prove Theorem 1.2 which means that the image of the composition of the g-Borel and
g-Laplace transformations of the divergent series fy(x) is essentially equivalent to our p(u,v; ).

Proof of Theorem 1.2. From the definition of the ¢g-Borel transformation and the ¢-binomial
theorem (see [8, p. 8, equation (1.3.2)]),

5" (B) (© = @ () = L

n>0

By a simple calculation, we have

o B*( _ (A¢")oo
LB (o) )= 25 Aq"/:c Yo

B 1 Z(_A>n+l n(n2+1) ()\qn+1)oo
bo(—N2) =\ ") T (et

o0

The second equality follows from the well-known g-difference relation of the theta function:

n(n—1)

0,(¢"x) =q 2z a7 "fy(x), n € Z.

By substituting 2 = e2™(“=%) and \ = 2™ we have

fo (627ri(u—v), _627riu) _ eﬂia(u—v)ﬁ-i- o Bt (ﬁ)) (eQWi(u—v), _627riv)
emia(u—v) o n(nt1) (e27riuqn+1)
- 1\ 27i(n41)v S 0
Oy (—e2mv) n%:z( 1) ¢ - (e2miugn—a+1) _

. . _ 2 i
_ feriet) Z(_l)ne%i(n%)yq(ng%) (g™ )

1911(1}) = (627r1uqn—oz+1)

1
= ig8 p(u, v; ). [

o0
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Finally, we give a connection formula which derives the translation formula (1.3).

Theorem 2.3. The following equation holds:

Og(\')0q(az /N )z x
0a(N )6/ a7
(o) PN N0 ()0 (AN a)
(Wocl0), DBV )6, (0 )ty a3 P )

f()(.f, )\/) =

(2.4)

Proof. We replace the variable X by ) in the connection formula (2.2) of the case of fo(z, \):

: ) . 0,(N)04(az /N )™ . o

fol, X)\ _ _ (@ [ 6,(N/a)fy(x/N)a gol

<foo(x,)\)) " (¢/a)so . 6,(N0y(x\a) _, (goo(x)> . (2.5)
0q(A/a)bq(zA)

By erasing the function go(x) in the above (2.5), we have

/ Hq()\’)ﬁq(ax/)\’)xo‘

Rl 20 5,0 gt (o>

@ [ BB @)

= Waw {ae (\a)y (N )8y (x )y (/X 1}9““

EONPNSTEIE
Oo(—a)  Oy(@\)By(N'/2)

) () g (@),

where
A 0N (N)g(xA/a)0q(az/N) — Og(xX)b(N'/2)
02 (=N [2N) 0y (—2)0g (M )0g(N [@)  Og(—N 2\ )by (—2)

The function C(z) has a simple pole in the points z = ¢/, )‘quj for some j € Z, and satisfies
C(xzq) = C(x). We calculate the residue at the pole z =1,

Clx) =

A 0y (M)8g(A\)0y (N a)bq(a/X) — 05(N)0g(N)

lim 0,(—z)C(z) =

vl ©a Gy (~N /NN a)8 (N /a) B (=N'/N)
_ 9a(Nb(X) [ X bg(a/N)  _
 Og(=X/X) L a by(N/a) -
It follows that the doubly periodic function C(x) is constant in z. Hence, we have
0q(— -2\ /a

(N/a) g(a/X)
3 Proofs of the main results

In this section, we prove the main theorems and corollaries. First, we prove Theorem 1.3.

Proof of Theorem 1.3. The equation (1.23) is obvious from Theorem 1.2 and Lemma 2.2.
The pseudo periodicity (1.24) follows directly from the definition of p(u,v;a).
The forward shift (1.25) is proved as follows:

eria(u—v) o ) . n(n+41)
. N E 1\ 27i(n+35)v 5
lu’(u T7 U, Oé) ,1911(1)) q neZ( ) € q
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(eQTriuqn—i—Q ) o

2miu  n+1 2miu  n+1
(627riuqn—a+2)oo (e q +1l-e )

q

mia(u— 2miu ,n+1
e % 2mi(u—v) n 1 27ri(n+l)v nntl) (e q )OO
= E e e 2/7°q 2 -
19 (627r1u n—a-‘,—l)
11 nel q [e¢)

) 1 n(nt1) eQWiuqn—H
+ Z(—l)ne2m(n+é)vq 2 (ezfiuqn(algﬁ)
oo

nez
= =M% p(u, v; @) + €M p(u, via — 1),
The translation formula (1.3) is proved by putting z = e2™(#=v) X\ = —e2m and X =

—e2m(u+2) in the connection formula (2.4) and using (1.22). The 7-periodicity (1.28), symmetry

(1.29) and pseudo-periodicity (1.30) are the case of z =0, 7 and —u — v + a7 in the translation
formula (1.3), respectively,

1911(1) — 047')1911(u)
Y11 (u — at)d11(v)
plu,v;a) = p(u+ 7,0+ 750,
1911(1) — 047')1911(16)
1911(’& — 047')’1911(1})

2mia(u—v)

pu, vy o) = (v, u; @),

2mia(u—v)

w(u,v;a) = u(—u+ ar, —v + at; ).

Finally to prove the equation (1.31), let us put

. L 1911(1} - O‘T)ﬂll(u) 2mic(u—v)
O(u,v;a) = 1l = aT)ﬁll(U)e ;

which satisfies
O(u,v;0) = d(u,v;a0— 1) = B(u, v+ 7;0) = d(v, u; ) L.
Then, from (1.3) and (1.25), we have the desired result

Wy + 710) = B(u,v + 75 0)ja(v + 750
= ®(u,v; o) (—e 2% p(v,uy0) + e TR p(v, us a0 — 1)) (3.1)

—27i(u—v)

= —e a2 p(u, vy o) + e O3 p(u, vy o — 1). [ |

We define the function J,Sz), one of Jackson ¢-Bessel functions, as follows [13, p. 23]:

2 v+1

qr/—i—l v .
I (z;q) == 7( )oo (g) 0®1 (qy-‘,—l;q:_aj q4 ) .

(2)o

It is known that this function has the following expression [14, equation (3.2)]:

I (x5q) = (q) (*) 1<Z>1< 2/4;q,qy+1>- (3.2)

From the equations (1.3), (2.2) and (3.2), we obtain some relations between the g-Bessel function
and p(u, v; «).

Corollary 3.1. We have

iq%,u(u, v;a) = (u,v;a)j(u —v;a) + j(v — u; @), (3.3)
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and
Y11 (o) (u —v)01(2)(u + v+ 2 — ar) 2T iy _ e 4 1)
Y11 (u — ar)d11 (V)11 (v + 2z — ar)V11 (v + 2)
—igSp(u+ 2,0+ za + 1) — igs p(u, vy + 1),
where

: 1 (Q)goei%u (2) (9: mi(1—a)T
w; o) = ig8 ———=————Ju’ (2ie ;
j( ) q ﬁll(w)(qlia)oo w ( Q)

o (Q)oo eﬂ'i(lfoz)w 1 « oriw
- 1q8 (qlia)oo 1911(“)) 1¢)1 7Qae q .

Remark 3.2. If « is a positive integer k in the equation (3.3), the function j(w;«) diverges.
So, taking the limit v — k of (3.3) is not straightforward. For example, if we take the limit

a — 1 in an appropriate setting, we obtain

n(n+1)

1911(u — v),u(um) = % < ,ll(u) — 19/11(11)) + Z (_11)721;627rin(u—v)‘

Y11(uw)  Y11(v) q

n€eZ\{0}

This equation (3.4) is also obtained by the specialization of (1.3)

- . ig (g)3. 011 (v) 11 (u + €)
p(u,v+€) = p(e,u —v) + Y11 (w)V11 (v + €)V11(€)911(u — v)’

and taking the limit ¢ — 0.

(3.4)

Next, we prove Corollary 1.5. Since all other equations except equation (1.33) are obtained

immediately from Theorem 1.3, we prove only (1.33).

Proof of Corollary 1.5. The first equation is obvious by the Definition 1.1. Next, using the

partial fraction decomposition

k-1 Bl gy ey
11 72 Z — :
we have
mik(u—v) k=1 —1)n 27ri(n+%)v n(”2+1> R R P
M(U,U;k)Zeizz( )"e - q (-1) q
V11 (v) 4 1 — e?mugn=j (0)j(@)k—1—;

7=0nez

DF177 0 o1y

i(k—1)(u— ’U+T)Z f,u(u—jﬂv).

kl]

As an important application of the recursion formula (1.31), we also obtain the following

relation (reducing formula) for pu(u,v;a).

Corollary 3.3. For a € C, we have

1 1
,u(u,u—i—Q;a—l) = (q*a_l),u (u,u+2;a—|—1>.

(3.5)
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In particular, for any non-negative integer k,
1 K
p <u,u+ ;2k> = —iq~ q727
2 (4:4%),
k(k+1) 1 k41) 503 () (—a)2 911 (2u
u(our 2k+1> il M<uu+2> i (9)oo(=9)5 111( 2)'
(¢%4%), (4% %), V11 (w)?911 (u + 3)

ool

Proof of Corollary 3.3. It is enough to show that

wut L) = @S0 (@20
'u< ’ +2> ’l911( )2?911 (u—l— )

If we put v =u — 1 and z = § in (1.3), then

8 <u’u+ ;) - <u N ;u) " U"ni((ig— )1911((%))2 1(u+ %)

Since

and

1 1
1911 <2> == —2(18 (Q7 —q, _Q)OO7

we obtain the conclusion. [ |

Remark 3.4. (1) Corollary 3.3 is a generalization of a classical evaluation [9]. In fact, Gauss
proved the case of negative integers in our formula (3.5), which is the special value of continuous
¢-Hermite polynomial H,(z | ¢) at = = 0:

n—1. ,—2 : — _
(q 3 q )OO {0 if n=2N —1, (3.6)

019 (% q_Q)OO (¢:¢*)n if n=2N.

This formula (3.6) is a key lemma to derive the product formula of the quadratic Gauss sum:

2Nk N _omi 2
1 i 1
E EINH = H (e2n+1 (2—1) _ o= anir (2 1)) (3.7)

In fact, by using this product formula (3.7), Gauss determined the sign of the quadratic Gauss
sum, and gave a proof (the 4th proof) of the quadratic reciprocity law.
(2) The function F(u) := p(u,u + 3) also has the following expressions:

1 2K 1
Fu) = —— 3.8
W ="55 U11(3) sn (2K u, k)sn (2K (u+ 3), k) 35

1 2K dn (2Ku, k)

= . 3.9
27mi 9y (1) sn (2Ku, k)en (2Ku, k) (3.9)
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Here, k = k(1) is the elliptic modulus and K = K () is the elliptic period:

K= 5(‘])%0 (—q%

4 1 dt
)e /o Ja—e)a—wee)

and sn, cn and dn are Jacobian elliptic functions (see, for example, [3, Chapter 11]).

Although this fact is an exercise of the p-function and elliptic functions, we have not been
able to find any appropriate references about this result. Hence, we give a sketch of the proof
of (3.8) and (3.9).

From the equations (1.2) and (1.6), the function F(u) is odd:

Fl—u) =1 <—u, —uot ;) — <uu - ;) — <u,u+ ;) — _F(u).

The double periodicity of F'(u) follows from (1.2) and (1.4):

F(u—l—l):u<u—|—1,u+1+;> = (—1)2u (uu+;> = F(u),

1 1
F(u+7-):,u(u+7',u+7'+2> =M<Uau+2> = F(u).

By the definition of Zwegers’ u-function, the function F'(u) has simple poles at each lattice point
on Z+ Zt and Z + % + Z7 and no other singularities, and the residues of F'(u) at each pole are
the following:

. e U 1 1
lq}ng(u):ilg%)g (ut+3)1- 2w 9migi (L)
1 (u+3) € midi1(3)
eﬂ'i(u+%) U 1 1

Res F(u) = lim

—_1 —
u=-—7; u—r

von(u) | emi(urd)  2midn(3)

3
On the other hand, by a simple calculation of elliptic functions, the right-hand side of (3.8)

has exactly the same properties as F'(u). Since the function

1 2K 1

G(u) == F(u) + %2911(%) sn (2K wu, k)sn (2K(u + %)7 k)

is odd and a constant with respect to u, G(u) is identically zero.
Finally, by (3.8) and the translation formula

cn(z, k
sn(z—i—K,k):dnEzki,

we obtain the equation (3.9).

Next, we prove Theorem 1.6 for the relation between our p-functions u(u,v;k) and the
continuous g-Hermite polynomials.

Proof of Theorem 1.6. For n =0,1,2,..., the continuous g-Hermite polynomials satisfy the
following recursion equation (see [13, p. 541, equation (14.26.3)]):

20Hy (x| q) = Hp1(z | q) + (1 — ¢")Hn—1(z | ), (3.10)
Ho(z|q)=1,  Hi(z]|q) =2z (3.11)
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Let us now set
Hy(z | q) ::iqéu(u,v; —k), x = cosm(u —v).

To prove ﬁk(x | ¢) = Hi(z | q), it is enough to show that the flk(x | q) satisfy the recurrence
relation (3.10) and the initial condition (3.11). The recurrence relation (3.10) is equal to the
formula (1.32) exactly. For the initial condition (3.11), by the definition and the triple product
identity, we have

Ho(x g’ p(u, v; 0 2t ) (v g)4milnt )’ — 3.12
o(z | q) = ig® p(u, v;0) = 1911( Z (3.12)
The equation Hi(x | ¢) = 2z follows from (3.12) and the case of k = 0 in (1.32). [

Remark 3.5. In the equation (3.3), let a be a negative integer —n. In this case, the equa-
tion (3.3) is

i . I+n .
(Q)n ) {e7r1(1+n)(u—v)l¢1 <q 0 :q, eQm(u—v)q)

(1) U)1¢1 < 1+n;q7e ,zwi(u—v)q>}' (3.13)

This is a non-trivial result that the right-hand side of (3.13) is the sum of two infinite sums, but
cancels out with the theta function to become a finite sum.

This equation is also regarded as the a, b, ¢, d — 0 limit case of an Askey—Wilson polynomial’s
expression by the sum of two 4¢3 functions [19, (2.11)] (but this reference has small typos.
The denominator terms of 4¢3 (493) ¢*7¥** and ¢'~~% should be ¢*7"**/d and ¢'~*7%/d,
respectively).

Next, we prove Theorem 1.7 for the generating function S(r).

Proof of Theorem 1.7. (1) Since the equation (1.36) follows from (1.35) immediately, it is
enough to show (1.35). We find by (1.32) that

S(r) - S (’“) - i (1= ¢ ) ulu, 3 k + 1)r*

q k=0
= 2(2 cosm(u — v)p(u, v; k) — p(u, vk — 1))rF
k=0
=2rcos7(u—v) Z p(u,v; k + 1)rk — 2 Z w(u, sk + 1)rk
k=—1 k=—2

= (2cosm(u—v) — %) S(r) — ru(u,v;0)
+2cosm(u — v)p(u,v;0) — p(u,v; —1).

By the case of k = 0 in recursion equation (1.32):
2cosm(u —v)pu(u,v;0) — p(u,v;—1) =0

and p(u,v;0) = —ig %, we have the conclusion.
(2) Let N =0,1,2,.... Using the equation (1.32), we find that

S(r)y=(1- re”i(“fv)q) (1- refﬂi(ufv)q)S(rq) - irqg
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N-1

_ rewi(u—v)q’ re—wi(u—v)q S qu o irq% q" rewi(u—v)q’ re—wi(u—v)q ) (314)
N n
n=0

Taking the limit N — oo in (3.14), we have
. . 7 > . .
S(T’) — (T,em(ufv)q, refm(ufv)q)oou@% U) —irgs Z qn (rem(ufv)q’ refm(ufv)q)n

n=0
—7i(u—v)

. . 7 Ti(u—v)
_ (T,em(ufv)q, Tefm(ufv)q)oou(u’ V) — irqs 36s (% re OQ>ge q; q, q) (3.15)

The conclusion follows from (3.15) and Andrews’ formula [8, p. 298, Exercise 10.8]:

3¢2 (CL becv ,x> = M@(l) <x;d/b’ 6/6; q; b, c> . (3'16)

(SC, da e)oo axr
Finally, we prove (1.38). From (1.37), we have

S(’I“) _ (reﬁi(u—v)q’ Te—wi(u—v)q)oo

.7
X {Iu(u, U) — irisq)(l) <Q7(;)27 07 a0 'I“eﬂ—i(u_v)q, re—ﬂi(u_v)q> }

. T n
1g 8 q)n Ti(2k—n)(u—v) n_n
X Q pu(u,v) — 1 E E @ (a) ne (2k—n)(u=v) g p.n+1

7
mi(u—v —mi(u—v ingn cosm(u—v)|q) , n
= (re" g re M g) S plu0) =) (ol Z0) [ ) pn, i
n>0 (Q)n—H
From Theorem 1.6, H,(x | q) := iqé,u(u,v; —n), so (1.38) holds. [

By re-expanding the generating function S(r), we obtain the following relationship between
the function pu(u,v; k + 1) and the continuous g-Hermite polynomials.

Corollary 3.6. For non-negative integers k, we have

k
p(u, vk + 1) = Z%Fk re(cosm(u—v) | q)pu(u,v; 1 — 1), (3.17)
=0

where

n n(n+1)

. —-n ) 1
Fn+1 (COS W | q) = g W 1¢)1 (qo 1 q, e2qu> ()#
(@)n

g ()
(@ ")n

J )(2ie—7rin7'; Q)-

RS

For positive integers m, we have

“ . Hy,_k(cosm(u—v)|q) s _ _iq%Hm_l(cos m(u—v) | q)
kZ:OM k) (@)m— ! (@)m '

(3.18)
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Proof. From the Taylor expansion of the g-exponential function [8, equation (I1.2)]
1 n(n—1)
(@)oo =Y —(-D"q 7 a",

we have

" 5405

“rq,e = n i(n—2k)0
e’'rq,e rq = —qr o
( oo = 2L 2 TG
(—1)rg™ T
- Zl¢1 < 0 yq,€ 210 > ﬁ(e—lerq)n
n>0 q)n
= ZFnH(cos m(u—v) | q)r"™.
n>0

By expanding (1.38) and comparing the coefficient in (1.38), we obtain (3.17). To prove (3.18),
we divide by both sides of (1.38) by (erq,e™rq) _

1 1
: = Vi L= m) . (3.19)

Ti(u—v) —7i(u—v)
(re q,re =0

By the generating function of continuous ¢g-Hermite polynomial (1.34), the left-hand side of (3.19)
is equal to

Z ZM w, v k + 1 m k(COS?T(U—U) | Q)qm—krm.

Then we obtain the conclusion (3.18). n

4 Modular transformations related to pu(u,v; k, 1)

In this section, again let k be a positive integer. We state that u(u, v; k, 7) is essentially equivalent
to the original u-function with respect to the properties of a real-analytic Jacobi form.

Proposition 4.1. We define a modified p(u,v; k,7) by

- u,v;k+ 1,7 1
v(u,v;k,7) = Fkﬁ((COS?T(:— v))| 7 + ERk—H(U —v;T),
where
R ) Lixe @ Freppa(cosu | q)
pr1(u;T) = 2¢" s ; @1 Fryi(cosmu q) H;_q(cosmu | q).
We have

a(u,v; 1) = v(u, vy k, 7).

Therefore, the following transformations hold;
v(u,vik, 7+ 1) = e_%ﬁ(u, vy k,T), (4.1)
7 <“ Yok, —1> VT S o, vk 7). (4.2)
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Proof. From equation (3.17) of Corollary 3.6,

pw(u,vik +1,7)
Fy1(cosm(u—v) | q)

:u(uv () T) -

ko
L ¢ Fiipa(cosm(u—v) | q)
= D Fror(eos(u ) [q)

Hy_1(cosm(u—v) | q).
=1

Therefore,

1
il 037) = plu, v37) + 3 R(u — v;7)

; 1 1
Friq(cosm(u—v)|q) 2i

k
1 3 ¢" Fyiqa(cosm(u—v) | q)

+ig s
— (@)1 Fry1(cosm(u—v)|q)
p(u, vk +1,7) 1
= = Ryt (u — v; 7). n
Fr(cosn(u—o) [ T okt vim)

H;_(cosm(u—v) | q)

Remark 4.2. T. Matsusaka also mentions this proposition [15].

5 Remarks for further studies

In this paper, from the point of view of the analysis of one-variable linear ¢-difference equations
of the Laplace type, we have studied a generalization of Zwegers’ p-function p(z,y;a) which
satisfies the ¢-Hermite-Weber equation (1.19).

On the other hand, the generalized u-function u(x,y;a) is a two-variable function originally.
More precisely, u(z,y;a) is closely related to the g-Appell hypergeometric function oM (1.39)
and its ¢-difference system which we call ¢g-Appell difference system:

(1 —-Ty)(1 = ¢/qT,Ty) — x(1 — aT,T,)(1 — b1 T,)]® (2, y) =0,
(1 =Ty = ¢/qTxT,) — y(1 — aT:Ty) (1 — boT)]P(z, y) =0,
[2(1 = T)(1 = 01 Ty) — y(1 — 1) (1 — boTy) | @(z, y) = 0. (5.1)

The first and second equations are essentially equivalent to Gasper—Rahman [8, Exercises 10.12(i)
and (ii)] which have some small typos (the terms (¢/q — a)f(qx,qy) in (i) and (ii) should be
(¢/q — az)f(qx,qy) and (c¢/q — ay) f(qz,qy)). The third equation (5.1) is a reducible factor of
the following ¢-difference equation:

(1 =T)[(1 = T)(A = ¢/qT:Ty) = y(1 = aT:Ty)(1 = b2Ty) @ (2, y)
— (1= T)[(1 - T)(A - ¢/qTeT,) — (1 - aTuT,)(1 - b T2)|3(a, )
=1 —-adlLT)[z(1 =T,)(1 = Ty) —y(1 = T)(1 — boT,)|P(x,y) =0
and we casily show that ®1) satisfies (5.1).

First, ®1) appears in the expression of u(x,y;a). In Theorem 1.4, by dividing the bilateral
sum of g-hypergeometric series 219 and g9 into two parts, positive and negative;

z/a,y/a. _ oy a a zq/a,yq/a,q.
2¢2< 070 ’q’a>_a(l_l’> <1_y>3¢2< 0,0 aQ7a>

0,  ag?
202 (aq/wvaq/y’q’ :Cy)’
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- xy\ 1 q  Tyq q/r,q/y,q.
0¢2< y a>_(1_x)(1_y)1¢2 <$q7yq7q a >+ ¢ < 070 7Q7a>7

we rewrite Theorem 1.4 as follows:

‘s . _ oTia(u—v) ﬁ(aﬂq,a/%7a/y>oo xq/a yq/a q
IQS#(ZC,%CI) e { P gq(_y)gq(_m/a) 3¢2 0 0 iq,a

(a,q,aq9/z,aq/y)o 0,q . _LQQ
- O0q(—y)0q(—z/a) 22 (MJ/OC agly' v " zy >}

_ ewia(u—v){ (CL q7fL‘Q>yq . xyq )
0y(—y)0g(—/a)’ Jﬂq,yq a

‘ eqéi’y%’eii);?m (5" tae))

By Andrews’ formula (3.16), we obtain

oz . _ omia(u—v) _(QQ)oogq(_yC_I/a) (1) a;0,0‘ .q yq

igs p(z,y;a) =e { (@) ls(—ya) P 0
a,q,aq/%,a yd) oo 0, a 2

, (8,9, a9/7,a9/yq) ¢< “ Q>}
Oq(—y)0q(—/a)

aq/z,aq/y’" xy

2
_ mwia(u—v) (a’q’x%yQ)OO ( q ny)
=¢e [ 8]
Vi s (a8

Lt g (00,0 0)),

(¢)oclly(—z/a) ag " aly
Namely, p(x,y;a) is regarded as a bilateral version of g-Appell hypergeometric functions

o) (a;o’o;q;xq,yq) o oW (a;0,0;q; q,q> :

aq a’ a aq x'y

Further, u(z, y; a) essentially satisfies the ¢-Appell difference system in the case of by = by = 0,
c=aq:
(1—2—T,)(1 —aT,Ty)]|P(z,y) =0,
(1 =y =T,)(1 = aT.T,)|®(z,y) = 0,
(21— Ty) — y(1 = T,)]D(z,y) = 0. (5.2)
Theorem 5.1. The function

—i - 6 ( CLy)
. . ia(u—v) Vg .
vir,y;a): :==e plax, ay; a

satisfies the multivariate q-difference equation (5.2). More precisely, we have
(1 - aT,T,)v(x, y:a) = 0, (5.3)
[z(1-T,) —y(1 —T;)lv(z,y;a) = 0. (5.4)

Proof. To prove the first and second equations of (5.2), it is enough to show (5.3). By simple
calculation, we have

04(—ayq) —a” 'y~ 0y(—ay)
—— " ulaxq,ayq;a) = a
04(—yq) g va;a) —y~b 0,(~y)

Here, the second equality follows from 7-periodicity (1.28).

al, Tyv(z,y;a) =a Wz, y;a) = v(z,y;a).
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Another equation (5.4) is proved as follows:

—mio(u—v—r) 9(1 ( _ayQ)

T, — yTy)v(z,y;a) = xe o #lax,ayq;a
(2Ty — yTp)v(x,y; a) Oq(_yq)u( Yq; a)
o 0,(—ay)
mia(u—v+7) Y\ %I .
ye €7 /L arq,ay;a
Qq(—y) ( )
—mia(u—v 0 a
— ol )M{(_yu(agp’ay;a)+\/@u(ax,ay;a/q))

eq(—y)
— (—zp(azx, ay; a) + /ryp(az, ay; a/q)) }
= (z —y)v(z,y;a).

The first and second equalities in the above follow from the forward shift (1.25) and (3.1),
respectively. [ |

In particular, Zwegers’ p-function v(z,y; q) = —e ™) (2, 1) also is a solution of the case
of a = ¢ in the two-variate g-difference system (5.2):

[1 - qTxTy]V(xv Y; q) =0,
[2(1 = Ty) —y(1 = Tp)lv(z,y;q) = 0. (5.5)

Based on this fact, it would be desirable to study other generalizations and their global analysis
of the p-function p(u,v) from the view of analysis of the g-Appell difference system (5.5).

Acknowledgments

We are grateful to Professor Yasuhiko Yamada (Kobe University) for his helpful advice on our
paper. We also wish to thank Professor Yosuke Ohyama (Tokushima University) for his valuable
suggestions on g-special functions, including in the unpublished proof of Lemma 2.2 [17]. We are
also indebted to Professor Kazuhiro Hikami (Kyushu University) for his information for [7] and
quantum invariants. Professor Toshiki Matsusaka (Kyushu University) also provides information
on [7] and his note [15]. Some pieces of information on the g-Appell hypergeometric function &)
and its ¢-difference equations are provided by Dr. T. Nobukawa. Finally, we thank the referees
for their helpful comments about mock and indefinite theta functions. This work was supported
by JSPS KAKENHI Grant Number 21K13808.

References

[1] Andrews G.E., Berndt B.C., Ramanujan’s lost notebook. Part V, Springer, Cham, 2018.

[2] Andrews G.E., Hickerson D., Ramanujan’s “lost” notebook. VII. The sixth order mock theta functions, Adv.
Math. 89 (1991), 60-105.

[3] Beals R., Wong R., Special functions. A graduate text, Cambridge Stud. Adv. Math., Vol. 126, Cambridge
University Press, Cambridge, 2010.

[4] Bradley-Thrush J.G., Properties of the Appell-Lerch function (I), Ramanujan J. 57 (2022), 291-367.

=

Bringmann K., Folsom A., Ono K., Rolen L., Harmonic Maass forms and mock modular forms: theory and
applications, Amer. Math. Soc. Collog. Publ., Vol. 64, Amer. Math. Soc., Providence, RI, 2017.

[6] Choi Y.S., The basic bilateral hypergeometric series and the mock theta functions, Ramanugjan J. 24 (2011),
345-386.

[7] Garoufalidis S., Wheeler C., Modular g-holonomic modules, arXiv:2203.17029.

[8] Gasper G., Rahman M., Basic hypergeometric series, 2nd ed., Encyclopedia Math. Appl., Vol. 96, Cambridge
University Press, Cambridge, 2004.


https://doi.org/10.1007/978-3-319-77834-1
https://doi.org/10.1016/0001-8708(91)90083-J
https://doi.org/10.1016/0001-8708(91)90083-J
https://doi.org/10.1017/CBO9780511762543
https://doi.org/10.1017/CBO9780511762543
https://doi.org/10.1007/s11139-021-00445-4
https://doi.org/10.1090/coll/064
https://doi.org/10.1007/s11139-010-9269-7
https://arxiv.org/abs/2203.17029
https://doi.org/10.1017/CBO9780511526251
https://doi.org/10.1017/CBO9780511526251

A Generalization of Zwegers’ p-Function 23

[9]
(10]

(11]
(12]

N

23]

Gauss C.F., Summatio quarumdam serierum singularium, Comm. Soc. Reg. Sci. Gottingensis Rec. 1 (1811),
1-40.

Gordon B., McIntosh R.J., A survey of classical mock theta functions, in Partitions, ¢-Series, and Modular
Forms, Dev. Math., Vol. 23, Springer, New York, 2012, 95-144.

Hickerson D., A proof of the mock theta conjectures, Invent. Math. 94 (1988), 639-660.

Kang S.Y., Mock Jacobi forms in basic hypergeometric series, Compos. Math. 145 (2009), 553-565,
arXiv:0806.1878.

Koekoek R., Lesky P.A., Swarttouw R.F., Hypergeometric orthogonal polynomials and their g-analogues,
Springer Monogr. Math., Springer, Berlin, 2010.

Koelink H.T., Hansen—Lommel orthogonality relations for Jackson’s ¢-Bessel functions, J. Math. Anal. Appl.
175 (1993), 425-437.

Matsuzaka T., Private communication, 2022.
Ohyama Y., A unified approach to g-special functions of the Laplace type, arXiv:1103.5232.
Ohyama Y., Private communication, 2022.

Ramis J.P., Sauloy J., Zhang C., Local analytic classification of g-difference equations, Astérisque 355
(2013), vi+151 pages, arXiv:0903.0853.

Suslov S.K., Some orthogonal very-well-poised g¢7-functions that generalize Askey—Wilson polynomials,
Ramanujan J. 5 (2001), 183-218, arXiv:math.CA/9707213.

Weil A., Elliptic functions according to Eisenstein and Kronecker, Classics Math., Springer, Berlin, 1999.
Westerholt-Raum M., H-harmonic Maafi—Jacobi forms of degree 1, Res. Math. Sci. 2 (2015), art. 12, 34 pages.

Zhang C., Une sommation discréte pour des équations aux g-différences linéaires et a coefficients analytiques:
théorie générale et exemples, in Differential Equations and the Stokes Phenomenon, World Sci. Publ., River
Edge, NJ, 2002, 309-329.

Zwegers S.P., Mock theta functions, Ph.D. Thesis, Universiteit Utrecht, 2002, available at https://dspace.
library.uu.nl/handle/1874/878.


https://doi.org/10.1007/978-1-4614-0028-8_9
https://doi.org/10.1007/BF01394279
https://doi.org/10.1112/S0010437X09004060
https://arxiv.org/abs/0806.1878
https://doi.org/10.1007/978-3-642-05014-5
https://doi.org/10.1006/jmaa.1993.1181
https://arxiv.org/abs/1103.5232
https://arxiv.org/abs/0903.0853
https://doi.org/10.1023/A:1011439924912
https://arxiv.org/abs/math.CA/9707213
https://doi.org/10.1186/s40687-015-0032-y
https://doi.org/10.1142/9789812776549_0012
https://dspace.library.uu.nl/handle/1874/878
https://dspace.library.uu.nl/handle/1874/878

	1 Introduction
	2 Fundamental solutions and connection formulas of some q-difference equations
	3 Proofs of the main results
	4 Modular transformations related to mu(u,v;k,tau)
	5 Remarks for further studies
	References

