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Abstract. Superconformal blocks and crossing symmetry equations are among central in-
gredients in any superconformal field theory. We review the approach to these objects rooted
in harmonic analysis on the superconformal group that was put forward in [J. High Energy
Phys. 2020 (2020), no. 1, 159, 40 pages, arXiv:1904.04852] and [J. High Energy Phys. 2020
(2020), no. 10, 147, 44 pages, arXiv:2005.13547]. After lifting conformal four-point functions
to functions on the superconformal group, we explain how to obtain compact expressions for
crossing constraints and Casimir equations. The later allow to write superconformal blocks
as finite sums of spinning bosonic blocks.
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1 Introduction

Conformal field theories (CFTs) are a class of quantum field theories that are interesting for
several reasons. On the one hand, they describe the critical behaviour of statistical mechanics
systems such as the Ising model. Indeed, the identification of two-dimensional statistical systems
with CFT minimal models, first suggested in [2], was a celebrated early achievement in the field.
For similar reasons, conformal theories classify universality classes of quantum field theories in
the Wilsonian renormalisation group paradigm. On the other hand, CFTs also play a role in the
description of physical systems that do not posses scale invariance, through certain “dualities”.
The most prominent of these is the conjectured AdS/CFT correspondence, according to which
conformal field theories should be related to quantum theories of gravity.

An attractive feature of CFTs is that there exists a variety of non-perturbative methods
for their study. This is especially true for theories with supersymmetry. Techniques that are
being used include integrability, holography, chiral algebras, superconformal index calculations,
supersymmetric localisation and the conformal bootstrap.

The last approach, one that we will be concerned with, relies on an axiomatisation of confor-
mal theories that is based on two main assumptions. Firstly, the Hilbert space H of the theory
is assumed to carry a unitary representation of the group G of conformal transformations. Sec-
ondly, the space H is equipped with an algebraic structure called the operator product expansion
(OPE). Roughly speaking, the OPE makes H into an algebra.

The decomposition of the Hilbert space into irreducible representations of G and the structure
constants of the operator product algebra define CFT data. The CFT data completely deter-
mines the theory, in the sense that it allows for the computation of all correlation functions. In
the conformal bootstrap, one tries to constrain the CFT data from self-consistency and some
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basic physical requirements. The most constraining consistency conditions are the ones implied
by the associativity of the operator product algebra. Usually, this condition is formulated as
a property of four-point correlation functions called the crossing symmetry. Therefore, from the
mathematical perspective, the bootstrap is a classification programme for solutions of crossing
symmetry equations. It was formulated in the 70s by three groups [31, 55, 62], but little progress
in dimensions higher than two was made until 2008 when it was realised in [65] that crossing
equations can be efficiently studied numerically. Since then, there have been many significant
advances, both in numerical and in analytical studies of bootstrap equations, exemplified by the
precise determination of critical exponents in three-dimensional Ising model, [28, 29, 47]. Still,
no exact solutions beyond the free theory are known in dimensions higher than two.

One among promising ideas in the bootstrap endeavour came in [40], where the authors
realised that conformal partial waves, which capture the contribution of a single irreducible
conformal representation to the correlation function, can in some cases be identified with wave-
functions of an integrable Schrödinger problem of Calogero–Sutherland type. This was explained
in [70] through harmonic analysis on the conformal group. It is the harmonic analysis approach
to conformal theories that we will adopt in the present work.

In Section 2, we will review the construction of crossing equations, illustrating it on a simple
example. The two ingredients entering the equations will be defined. These are conformal blocks
and the so called crossing factors. We shall follow the influential approach of Dolan and Osborn
who characterised the blocks as solutions to a set of Casimir differential equations, [22, 23]. We
will then comment on the extent to which both conformal blocks and crossing factors are known
(they depend on spacetime dimension, amount of supersymmetry and type of fields entering the
four-point function). This material is very well known and is included in order to formulate
clearly the problem that we wish to address in the rest.

Sections 3–5 are devoted to recent constructions of [8, 9]. Section 3 describes how supercon-
formal four-point functions can be put in a correspondence with certain covariant functions on
the superconformal group, termed the K-spherical functions. In order to achieve this, we will
lift the fields of the theory to functions on the group.

The gain of this initial step lies in the fact that K-spherical functions can be studied by
established methods of group theory. In Section 4, we shall use the Cartan decomposition of the
superconformal group to construct the crossing symmetry equations. Before [9], these equations
have been constructed only in a limited number of cases. In Section 5, we turn to superconformal
blocks. They will be characterised as eigenfunctions of the Laplace–Beltrami operator within the
space of K-spherical functions. In bosonic theories,1 this eigenvalue problem assumes the form
of a matrix-valued Schrödinger equation that generalises the BC2 Calogero–Sutherland system.
This allows to express the blocks in many cases in terms of known special functions. In the
supersymmetric setup, partial waves will be obtained from the bosonic ones through a quantum
mechanical perturbation theory that becomes exact at a small finite order.

A recurring theme will be the fact that the group theoretic approach, among other benefits,
allows to treat bosonic and supersymmetric conformal theories in a very similar manner. The
latter are necessarily more involved in the kinematical aspects considered here, but we will see
that the additional complications appear in a controlled way and can be systematically dealt
with. On the other hand, once these difficulties are overcome, supersymmetric theories are
certainly attractive to study due to the number of non-perturbative methods available for them
that were mentioned above.

The work described here is a first step towards the study of crossing equations, only enabling
for their formulation in a large variety of cases. Some remarkable progress in understanding
the structure of solutions, and thereby conformal field theories, was made in recent years by

1Throughout the text we will use the word “bosonic” to refer to theories which do not posses supersymmetry.
These theories can have both bosonic and fermionic fields.
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considerations of the simplest correlator of identical scalar fields 〈ϕϕϕϕ〉, [1, 11, 33, 45]. It
should be possible to obtain much more information by studying crossing for various types of
fields. In the concluding Section 6, we will comment on the future developments in this direction
that we hope our results may lead to.

2 Crossing symmetry equations

This section may be understood as an extended introduction, where, to fix the ideas, we consider
the problem that we want to address in the simplest setup. After reviewing its solution, we will
go on to formulate what kind of generalisations will be considered in later sections.

To this end, let us consider a bosonic conformal field theory on M = Rd∪{∞}. A correlation
function Gn(xi) = 〈O1(x1) · · · On(xn)〉 of local primary fields is a vector valued function Mn −→
V = V1⊗· · ·⊗Vn from n copies of spacetime M into a tensor product of finite dimensional vector
spaces Vi.

2 The spaces Vi carry representations ρi of a subgroup K = SO(d) × SO(1, 1) of the
conformal group G = SO(d+ 1, 1), generated by rotations and dilations. Each representation ρi
is specified by a conformal weight ∆i and a highest weight λi for SO(d) – the spin of the field.
By conformal invariance, Gn(xi) satisfies a set of covariance conditions known as the Ward
identities. This allows one to write it in the form

Gn(xi) = Ω(xi)F (ua), (2.1)

where ua are conformal invariants (cross ratios) constructed from points xi and F is an arbitrary
function that takes values in a vector space W of dimension less than or equal to that of V .
The prefactor Ω(xi) ensures the correct behaviour under conformal transformations xi 7→ gxi.
Usually, W is called the space of tensor structures and Ω the tensor factor. The decomposi-
tion (2.1) is not unique, since one can redefine Ω by multiplying it by an arbitrary function of
cross ratios ua.

For the four-point function of identical scalars ϕ with the conformal weight ∆ϕ the usual
choice is

G4(xi) =
1

x
2∆ϕ

12 x
2∆ϕ

34

F (u, v), u =
x2

12x
2
34

x2
13x

2
24

, v =
x2

14x
2
23

x2
12x

2
34

. (2.2)

Here, we use the notation xij = xi − xj . The number of conformal invariants in this case is two
because, starting from four points xi in general position, one can use conformal transformations
to map them to

x1 7→ 0, x2 7→
z1 + z2

2
e1 +

z1 − z2

2i
e2, x3 7→ e1, x4 7→ ∞, (2.3)

where {ei} is a standard orthonormal basis of Rd. The coordinates (z1, z2) of the point x2 are
then related to the cross ratios u, v through

z1z2 = u, (1− z1)(1− z2) = v.

The conformal Lie algebra g = so(d + 1, 1) is represented on the space of scalar fields on M
through differential operators

D = xµ∂µ + ∆ϕ, Pµ = ∂µ, Mµν = xν∂µ − xµ∂ν ,
Kµ = −x2∂µ + 2xµx

ν∂ν + 2xµ∆ϕ.

2Correlation functions are not defined when some of the insertion points coincide. We will assume throughout
the text that the points are in general position where this is not the case.
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We shall put an additional index i on the operators to mean that x in the above formulas is
the variable xi and partial derivatives are with respect to xµi . Furthermore, it is convenient to
introduce another basis {Lαβ} for g by

L0µ = 1
2(Pµ −Kµ), L1µ = 1

2(Pµ +Kµ), L01 = D,

Lµν = Mµν , µ, ν = 2, . . . , d+ 1.

The quadratic Casimir C2 = LαβL
αβ is a second order differential operator in the above repre-

sentation. Let 4C
(12)
2 = −

(
L1
αβ + L2

αβ

)(
L1,αβ + L2,αβ

)
. A conformal partial wave captures the

contribution to the correlation function of one conformal family present in the OPE. As noticed

by Dolan and Osborn, [22], waves may be characterised as eigenfunctions of C
(12)
2 . When acting

on G4(xi), the operator C
(12)
2 produces a function of the same product form (2.2). Therefore, the

operator ∆2 = Ω(xi)
−1C

(12)
2 Ω(xi) can be written as a differential operator in the cross ratios,

called the Casimir differential operator. It is in fact simpler to write ∆2 in variables zi, where
it can be shown to take the form

∆2 = Dz1 +Dz2 + (d− 2)
z1z2

z1 − z2
((1− z1)∂z1 − (1− z2)∂z2).

Here, the operator Dx reads

Dx = x2(1− x)∂2
x − x2∂x.

Therefore, in d = 2 dimensions, the Casimir eigenvalue equations split into independent hy-
pergeometric equations in z1 and z2. With some additional work, it is possible to decouple
the equations for any even d. Conformal blocks g∆,l are eigenfunctions of ∆2 with eigenvalues
2∆(∆− d) + 2l(l + d− 2). In two and four dimensions they read

g
(2d)
∆,l = k∆+l(z1)k∆−l(z2) + k∆−l(z1)k∆+l(z2),

g
(4d)
∆,l =

z1z2

z1 − z2

(
k∆+l(z1)k∆−l−2(z2)− k∆−l−2(z1)k∆+l(z2)

)
,

where k is given in terms of the hypergeometric function by

k2a(x) = xa 2F1(a, a; 2a;x).

The correlation function can be expanded in conformal blocks. The coefficients in the expansion
can be seen to be squares of the OPE coefficients, and are therefore positive real numbers. We
denote them by p∆,l and write

G4(xi) =
1

x
2∆ϕ

12 x
2∆ϕ

34

∑
∆,l

p∆,lg∆,l(u, v).

Another property of correlators, which follows from Euclidean quantum field theory axioms, is
invariance under permutations of the arguments xi. Whereas such a condition may seem rather
innocent, when combined with the decomposition (2.1), it leads to a non-trivial functional
equation for F

Ω(xi)F (ua) = Ω(xσ(i))F (u′a). (2.4)

Here, σ is any permutation in S4 and u′a stand for cross ratios constructed out of permuted
points. Any particular permutation is referred to as a channel. Taking σ = (24) and σ = (34)
in the example above gives

F (u, v) =
(u
v

)∆ϕ

F (v, u), F (u, v) = F (u/v, 1/v).
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The idea of conformal bootstrap is to substitute the conformal block decomposition for F on
both sides of these equations and try to find solutions with positive coefficients p∆,l. The second
of these equations is actually satisfied by each block of even spin, while for odd spins the two sides
differ by a sign. Therefore, we learn that only operators of even spin appear in the decomposition
of G4(xi). The first equation, however, leads to a much more non-trivial condition on the p∆,l

v∆ϕ
∑
∆,l

p∆,lg∆,l(u, v) = u∆ϕ
∑
∆,l

p∆,lg∆,l(v, u).

This is the basic construction that we want to carry out in more complicated situations. By that
we mean that the fields in the correlation function will be allowed to carry arbitrary spins (in
general, different from each other). In such a case the above procedure meets some difficulties.
Firstly, although conformal blocks are still characterised as solutions to appropriate Casimir
equations, it is often hard to identify them in the world of special functions. For bosonic
theories, there exist efficient algorithmic procedures for computation of such spinning blocks,
[12, 13, 16, 18, 30, 34, 43, 60, 71]. One systematic and efficient method is to start from scalar
blocks and apply to them a set of differential operators known as weight-shifting operators (see
also [24, 38, 41] for other investigations of bosonic conformal blocks). It is probably fair to
say that the theory of superconformal blocks is considerably less developed than its bosonic
counterpart.

Concerning the crossing symmetry equations, for spinning fields the factor Ω(xi) becomes
a n ×m matrix with n = dimV and m = dimW . The ratio of two prefactors that correspond
to different permutations σ is replaced by an m×m matrix M whose entries depend on xi only
through cross ratios. This crossing factor M have been derived in several cases, usually for low
spins, in [17, 19, 26, 27, 49, 59].

In this work, we shall review two recent constructions, [8, 9], that address the above two
questions in turn. Our starting point will be to regard the space M as a coset of the conformal
group by a certain parabolic subgroup P . Any function on M thus can be lifted to a function
on the group that is (left) covariant with respect to P . As we will see, the lifted function is then
nothing but a vector in a principal series representation of G.

In this way, the four point function is lifted to a function F4 : G4 −→ V that may be regarded as
a vector in the tensor product of four principal series representations. Ward identities satisfied by
G4 mean that F4 is an invariant vector. Such invariant vectors will be shown to give rise to func-
tions F : G −→ V , covariant under both the left and the right action of a group K ⊂ G. Whereas
the group P is the stabiliser of one point in M , the group K is the stabiliser of a pair of points.
A key ingredient from group theory that allows for this transformation is the so-called Cartan
decomposition of the conformal group. The functions with covariance laws obeyed by F will be
referred to as K-spherical. Thus, our first result can be stated as producing a 1-1 correspondence
between solutions of Ward identities and K-spherical functions. It is given in equation (3.10).

The latter space of functions is somewhat better adopted to group theory than the former.
This will allow us to find universal formulas for the crossing factor and Casimir equations.
We will make use of the following observation in particular: while the prefactor Ω(xi) is not
conformally invariant, the ratio of prefactors in two different channels is. This crossing factor is
thus defined initially as a function of 4d variables in d spacetime dimensions, but only depends
on them through two cross ratios. In fact the crossing factor is a much simpler object than Ω(xi)
and we will provide compact formulas for arbitrary spinning fields in Section 4. For simplicity,
we described the constructions assuming that G is a bosonic conformal group, but they will be
carried for an arbitrary superconformal group. In this case, M is the corresponding superspace.

As mentioned in the introduction, we will derive Casimir equations in Section 5. Their
solutions will be constructed as finite sums of bosonic spinning conformal blocks. The latter, as
noted above, have been the subject of many recent investigations and are well understood.
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Throughout the paper, all constructions will be illustrated on the example of N = 2 super-
conformal symmetry in one dimension. The Lie superalgebra of this symmetry is sl(2|1).

3 Lift of correlation functions to the group

In this section, we shall establish a correspondence between four-point functions in a supercon-
formal field theory and certain covariant functions on the superconformal group that may be
called K-spherical functions. The first subsection introduces the Weyl inversion – an element w
of the bosonic part of the superconformal group, which is closely related to the usual conformal
inversion, but has the advantage of being well-defined for an arbitrary superconformal group.
Next, the Bruhat decomposition of Spin(d+ 1, 1) is review and its super-cousin defined.

These ingredients are used in the final subsection to map solutions of Ward identities satisfied
by a four-point function to vector-valued covariant functions on G. Our starting point is the
observation that the Ward identities can be written as (3.5) using the Bruhat factors. Then
a K-spherical function F is produced from a solution G4(xi) in equations (3.7) and (3.9). The
space of K-spherical functions is defined in (3.6). Finally, we show how to invert the process
and recover G4 from F in equation (3.10), which is the main result of the section.

Applications of the kinematical transformation (3.10) will be treated in the following two
sections. Our approach in this section, and manipulations with the Bruhat decomposition in
particular, draw on ideas from [20].

3.1 Weyl inversion

When considering constraints that conformal invariance imposes on correlation functions of
a quantum field theory, an important role is played by the conformal inversion

Ixµ =
xµ

x2
.

This is because the conformal group is generated by translations, rotations, dilations and the
inversion. Thus, often to prove some statement about all group elements, it is sufficient to show
it for these four types of transformations. The first three types act linearly on spacetime and are
rather simple to treat. However, the action of special conformal transformations is non-linear
and it is often easier to consider I instead.

In bosonic Euclidean conformal field theory by conformal group one can mean various Lie
groups that have so(d + 1, 1) as their Lie algebra. We will assume minimal symmetry and
take the bosonic conformal group Gbos to be connected and simply connected, denoted also
Spin(d+ 1, 1). Let O(d+ 1, 1) be the group of pseudo-orthogonal matrices. We shall denote its
identity component by SO+(d+ 1, 1). This group can be realised as the quotient of Gbos by its
centre

SO+(d+ 1, 1) = Spin(d+ 1, 1)/Z2.

In particular, the inversion I, which is an element of O(d + 1, 1) not connected to the identity,
is not assumed to be part of the symmetry. On the other hand, the Weyl inversion, obtained by
composing I with the reflection in the hyperplane orthogonal to the unit vector ed, w = sed ◦ I,
belongs to SO+(d+ 1, 1). It can be equivalently defined as

w = eπ
Kd−Pd

2 . (3.1)

Unlike that of SO+(d+ 1, 1), the action of Spin(d+ 1, 1) on the compactified Euclidean space is
not faithful, as both elements of the centre act trivially. There are two elements of Spin(d+1, 1)
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that project to w in SO+(d+1, 1). We will use the expression (3.1) as the definition of the Weyl
inversion for Spin(d+ 1, 1). Then one can check that its square is the non-trivial element of the
centre, w2 = −1.

Now let G be a superconformal group. The underlying Lie group G(0) of G has the form

G(0) = Gbos × U,

whereGbos has the Lie algebra so(d+1, 1) and U is some Lie group describing internal symmetries
of the theory. The odd part of the Lie superalgebra g = Lie(G) carries the adjoint representation
of G(0). Furthermore, this representation decomposes into a direct sum of spinor representations
under so(d) ⊂ g(0). It follows that Gbos has to be simply connected. It is for this reason that
we opted to work with the simply connected group above.

For superconformal groups, we define the Weyl inversion as w = (wbos, eU ), where eU denotes
the identity element of U . From this definition some general properties readily follow. For
example, for any supertranslation generator Q we have

1
2Adw(Q) = Adw([D,Q]) = [Adw(D),Adw(Q)] = −[D,Adw(Q)].

We have used that Adwbos
(D) = −D. Therefore, the Weyl inversion interchanges generators

of supertranslations and super special conformal transformations. For type I superconformal
algebras we can use Adw(R) = R to similarly deduce

Adw(q±) = s±.

For our notation concerning the Lie algebra of the conformal group and the Lie superalgebra of
the superconformal group, the reader is referred to Appendix A.

3.2 Bruhat decomposition

Let us continue to denote by G a superconformal group with the Lie superalgebra g = Lie(G).
The subspace of elements of g that have a positive dilation weight is denoted by

m = g1/2 ⊕ g1.

It is spanned by translations and supertranslations and forms a subalgebra of g. The correspond-
ing subgroupM of G is called the superspace. On the superspace, we introduce the coordinates
through

m(x) = exaX
a
.

By superspace, we in fact mean a supercommutative algebra generated by elements xa, which
can be thought of coordinates. Thus, the algebra M is more appropriately thought of as the
algebra of functions on the superspace rather then the space itself. The relevant notions of
supergeometry and super Lie theory in particular are sketched in Appendix D.

Let Mi be super-commuting copies of the superspace, where i belongs to some indexing set,
and let xi ∈ Mi. Given any pair of labels i, j we define the variables xij = (xija) ∈ Mi ⊗Mj

through

m(xij) = m(xj)
−1m(xi). (3.2)

This expression is well-defined as M is itself a supergroup. Concrete expressions for the com-
ponents of xij can be worked out from the anti-commutation relations of the supercharges Q.
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In the last section we introduced the Weyl element w through equation (3.1). With the help
of it, let us define a new family of supergroup elements n through

n(x) = w−1m(x)w. (3.3)

Since m involves only generators Xa ∈ m of the superconformal algebra that raise the conformal
weight, the element n is built using generators Y a from the algebra n = g<0 that lower the
conformal weight – special conformal generators K and their fermionic cousins S.

For the bosonic conformal group, the Bruhat decomposition is a factorisation of a conformal
transformation into a product of a translation, a rotation, a dilation and a special conformal
transformation. It will be convenient for us to put the dilation and rotation pieces into a single
factor and write g = m(g)n(g)k(g).3 The corresponding decomposition of the Lie algebra reads

g = m⊕ n⊕ k,

with k = Lie(K). The latter is a valid decomposition for any superconformal algebra. By
exponentiation, it gives a decomposition of the superconformal group that we shall refer to, by
a slight abuse of terminology, as the Bruhat decomposition. For an arbitrary h ∈ G we define
the functions y(x, h), z(x, h) and t(x, h) through the factorisation4

hm(x) = m(y(x, h))n(z(x, h))k(t(x, h)). (3.4)

When h = w we simply write y(x) = y(x,w) and further yij = y(xij). Similarly are defined z(x),
t(x), zij and tij . We have by definition

wm(xij) = m(yij)n(zij)k(tij).

We will regard the functions y(x), z(x), t(x) as known. For the bosonic conformal group, they
can be found in [20]. In the case of superconformal groups, they are easily determined by
manipulations with supermatrices, as shall be outlined in an example below.

3.3 From quantum fields to functions on the group

Fields in a superconformal theory are organised according to representations of G. Their
transformation properties are encoded in a finite-dimensional representation of the subgroup
K = SO(1, 1) × Spin(d) × U of dilations, rotations and internal symmetries. For bosonic theo-
ries, these labels amount to the field’s conformal dimension and its spin. In the supersymmetric
case, there are additional labels due to the internal symmetry group, which we collectively call
R-charges.

Primary fields can be naturally associated with principal series representations of G. To
make this point clear, let us focus on the bosonic theory. Principal series representations of
G = SO(d + 1, 1) can be realised on spaces of vector valued functions on the group, covariant
under the (say right) regular action of the parabolic subgroup P – see Appendix A for details.
Such functions are uniquely determined by the values that they assume on M , regarded as the
subgroup of translations inside G. Under this identification, the left regular action of the Lie
algebra g reads

pµ = ∂µ, mµν = xν∂µ − xµ∂ν + Sµν , d = xµ∂µ + ∆ϕ,

kµ = x2∂µ − 2xµd+ 2xνSµν .

3Almost all conformal transformations admit a Bruhat decomposition. That is, the set of elements that cannot
be decomposed in this way has Haar measure zero.

4That is, if g = hm(x), we define y = y(x, h) and z = z(x, h) by

m(g) = eyaX
a

, n(g) = w−1ezaX
a

w,

and t(x, h) by k(g) = k(t(x, h)) with some arbitrary coordinate system (tα) on K.
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These are precisely the differential operators that appear in the Ward identities. In fact, we
can write the Ward identities in an alternative form as follows. Let h ∈ G be some (global)
conformal transformation and Gn an n-point correlation function of primary fields. Then

Gn(hxi) =

( n⊗
i=1

ρi(k(t(xi, h)))

)
Gn(xi). (3.5)

Here ρi are the representations of K associated to fields appearing in the correlation function and
k(t(xi, h)) the Bruhat factors defined in the previous subsection. We will be mostly interested
in four-point functions and denote the carrier space of ρ1 ⊗ · · · ⊗ ρ4 by V .

The equation (3.5) is a valid formulation of Ward identities for conformal and superconformal
theories alike. Having written the identities in this way, we can state and prove our first result:

Theorem 3.1. There is a 1-1 correspondence between solutions of Ward identities (3.5) for
four-point functions and that of K-spherical functions on the superconformal group G. The
latter are elements of the algebra A(G)⊗ V which satisfy, for all kl, kr ∈ K

F (klgkr) =
(
ρ1(kl)⊗ ρ2

(
wklw

−1
)
⊗ ρ3

(
k−1
r

)
⊗ ρ4

(
wk−1

r w−1
))
F (g). (3.6)

Proof. We would first like to show how a solution of Ward identities can be used to produce
a K-spherical function. First, any solution G4 can be extended in a unique way to a function F4

on four copies of G if we impose

F4(m(xi)) = G4(xi), F4(giniki) =
4⊗
i=1

ρi
(
k−1
i

)
F4(gi). (3.7)

The Ward identities (3.5) satisfied by G4 imply the following invariance conditions satisfied
by F4 under the diagonal left regular action of G

F4(hgi) = F4(hm(xi)niki) = F4

(
m
(
xhi
)
n(z(xi, h))k(t(xi, h))niki

)
=

( 4⊗
i=1

ρi(ki)
−1

)( 4⊗
i=1

ρi
(
k(t(xi, h))−1

))
G4

(
xhi
)

=

( 4⊗
i=1

ρi(ki)
−1

)
G4(xi) = F4(gi). (3.8)

In this short derivation, besides Ward identities, we used the definition (3.4) and covariance
laws (3.7). Given F4 and the Weyl inversion w we can construct a new object F ∈ A(G) ⊗ V
by

F (g) := F4

(
e, w−1, g, gw−1

)
. (3.9)

While the motivation for such a map might not be clear, it is readily verified that F is a K-
spherical function. Indeed, from the definition (3.9) of F , the left invariance condition (3.8) and
the right covariance law in equation (3.7) of F4 we obtain

F (klgkr) = F4

(
e, w−1, klgkr, klgkrw

−1
)

= F4

(
k−1
l , w−1wk−1

l w−1, gkr, gw
−1wkrw

−1
)

=
(
ρ1(kl)⊗ ρ2

(
wklw

−1
)
⊗ ρ3

(
k−1
r

)
⊗ ρ4

(
wk−1

r w−1
))
F (g).

We shall now go in the other direction and show how to recover G4 from F . Suppressing the
last two arguments and their corresponding prefactors for simplicity, we have

F4(m(x1),m(x2)) =
(
1⊗ ρ2

(
k(t21)−1

))
F4

(
m(x1)n(y21),m(x2)k(t21)−1n(z21)−1

)
=
(
1⊗ ρ2

(
k(t21)−1

))
F4

(
m(x1)n(y21),m(x1)m(x21)k(t21)−1n(z21)−1

)
=
(
1⊗ ρ2

(
k(t21)−1

))
F4

(
m(x1)n(y21),m(x1)w−1m(y21)

)
=
(
1⊗ ρ2

(
k(t21)−1

))
F4

(
m(x1)n(y21),m(x1)n(y21)w−1

)
.
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In the first step we used the right covariance property (3.7) of F4 and the fact that the compen-
sating prefactors are trivial on elements of the form n(x). Next, we inserted m(x21) using its
definition (3.2) and applied the formula

m(x21) = w−1m(y21)n(z21)k(t21),

which is essentially the definition of y21, z21 and t21. Finally we commuted the element w−1

past m(y21) by an application of (3.3). The same steps can be repeated for the second two
arguments to arrive at

F4(m(xi)) =
(
1⊗ ρ2

(
k(t21)−1

)
⊗ 1⊗ ρ4

(
k(t43)−1

))
× F4

(
g12(xi), g12(xi)w

−1, g34(xi), g34(xi)w
−1
)
,

where we introduced the elements

gij = m(xi)n(yji).

To complete the derivation, we use the left invariance property of F proved in (3.8), with h = g−1
12

F4(m(xi)) =
(
1⊗ ρ2

(
k(t21)−1

)
⊗ 1⊗ ρ4

(
k(t43)−1

))
F4

(
e, w−1, g(xi), g(xi)w

−1
)
,

where the element g(xi) is defined as

g(xi) = g−1
12 g34 = n(y21)−1m(x31)n(y43).

Putting everything together, the correlation function G4 is recovered from the corresponding
K-spherical function F as

G4(xi) =
(
1⊗ ρ2(k(t21))−1 ⊗ 1⊗ ρ4(k(t43))−1

)
F (g(xi)). (3.10)

This establishes the theorem. The last relation will be referred to as the lifting formula and it
is the main result of this section. �

Let us make a few remarks on the uniqueness of such a lift. As can be seen, the formula
consists of two ingredients, the argument g(xi) of the function on the right-hand side and the
prefactor. Also, the space of K-spherical functions depends on the quantum numbers of the fields
in the correlation function. These different ingredients play somewhat different roles in the lift
of the correlator. To explain these, assume for the moment that all fields transform trivially
under rotations, dilations and internal symmetries. In this case, the space (3.6) is that of K-K
invariant functions and the prefactor in (3.10) is trivial. It is the function g(xi), which does
not depend on quantum numbers, that ensures that differential equations of Ward identities are
carried to K-K invariance laws. In this sense, the group element g(xi) is the most fundamental
part of (3.10). When we allow for fields with non-trivial quantum numbers, the K-K invariant
functions should be modified to the space (3.6). These new covariance laws are dictated by lifts
of individual fields. Once the element g(xi) and the space (3.6) are fixed, the prefactor in (3.10)
is the unique one which ensures that G4(xi) satisfies the Ward identities.

3.4 Example

Throughout this work, we will illustrate the general constructions on the example of N = 2
superconformal symmetry in d = 1 dimension. The complexified superconformal algebra for
this case is g = sl(2|1). Its bosonic subalgebra g(0) is spanned by the generators of dilations D,
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translations P , special conformal transformations K, and internal symmetry R. The odd sub-
space is four-dimensional and spanned by supertranslations Q± and super special conformal
transformations S±.

Many of our computations are most easily performed by working with a concrete represen-
tation of g. The smallest faithful representation of g is 3-dimensional. We may choose the
generators as

D =

1/2 0 0
0 −1/2 0
0 0 0

 , P =

0 1 0
0 0 0
0 0 0

 ,

K =

0 0 0
1 0 0
0 0 0

 , R =

−1 0 0
0 −1 0
0 0 −2

 ,

for the four bosonic generators and

Q− =

0 0 0
0 0 0
0 1 0

 , Q+ =

0 0 1
0 0 0
0 0 0

 , S− =

0 0 0
0 0 0
1 0 0

 , S+ =

0 0 0
0 0 1
0 0 0

 ,

for the fermionic ones.
The superspace corresponding to g is M = R1|2. Its structure algebra is generated by one

bosonic variable u along with two Grassmann variables θ and θ̄, which we write collectively as
x = (u, θ, θ̄). The supergroup element m we introduced above takes the following matrix form

m(x) = euP+θQ++θ̄Q− =

1 X θ
0 1 0
0 −θ̄ 1

 ,

where X = u− 1
2θθ̄. The supergroup structure of M enabled us to define variables xij in (3.2).

These can be determined by matrix multiplication

uij = ui − uj − 1
2θiθ̄j −

1
2 θ̄iθj , θij = θi − θj , θ̄ij = θ̄i − θ̄j .

Next, we turn to the Weyl inversion and supergroup elements built out of special superconformal
transformations that were denoted n(x). According to (3.1) and (3.3)

w = eπ
K−P

2 =

0 −1 0
1 0 0
0 0 1

 , n(x) = w−1m(x)w =

 1 0 0
−X 1 −θ
−θ̄ 0 1

 .

These ingredients suffice to determine the factors of the Bruhat decomposition (3.4) with h = w.
It is expressed by the matrix identity0 −1 0

1 X θ
0 −θ̄ 1

 =

1 − 1
u

(
1 + θθ̄

2u

)
θ/u

0 1 0
0 −θ̄/u 1

 1 0 0
u+ 1

2θθ̄ 1 θ

θ̄ 0 1



×

 1
u

(
1− θθ̄

2u

)
0 0

0 u
(
1− θθ̄

2u

)
0

0 0 1− θθ̄
u

 ,

from which one reads off the various factors

y(x) = w(x) =

(
−1

u
,
θ

u
,
θ̄

u

)
, z(x) = (−u,−θ,−θ̄), k(t(x)) = e− log u2D+ θθ̄

2u
R.
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Let G4(xi) be a four-point function of superconformal primary fields. These are labelled by
conformal weights ∆i and R-charges ri. Our conventions are such that the corresponding rep-
resentation of K = SO(1, 1)× SO(2) reads

ρ∆,r

(
eλD+κR

)
= e−∆λ+rκ.

The formula (3.10) now states that the correlator G4 admits a unique representation

G4(xi) =
e
r2
θ12θ̄12
2u12

+r4
θ34θ̄34
2u34

u2∆2
12 u2∆4

34

F
(
e−w(x21)·Xw

ex31·Xew(x43)·Xw)
, (3.11)

where F is a K-spherical function on G = SL(2|1), i.e., one that obeys

F
(
eλlD+κlRgeλrD+κrR

)
= e(∆2−∆1)λl+(r1+r2)κle(∆3−∆4)λr−(r3+r4)κrF (g).

In (3.11) we used the notation X = (P,Q+, Q−) and Xw = w−1(P,Q+, Q−)w = (−K,−S+, S−).
With this equation, we conclude the discussion of the sl(2|1) example for the present. The
eigenbasis of the Laplacian in the space of K-spherical functions on SL(2|1) will be studied in
Section 5.

4 Superconformal crossing equations

In this section we will construct the crossing factor, a matrix that is roughly defined as the
ratio of tensor factors in two different channels. Namely, if the fields in the four-point function
transform non-trivially under rotations, the Ward identities constrain the correlator to take the
form

Gα4 (xi) = Ω(xi)
α
IF

I(ua). (4.1)

Here, α runs over a basis for the space of polarisations V of the four fields and I runs over the
space for the space of four-point tensor structures W . If d > 3 we have in general dimW <
dimV . Detailed discussions of tensor structures can be found in [17, 19, 49, 59, 70]. We
will summarise some of the main points that will be important in the later subsections. For
concreteness, let us focus on bosonic theories.

The configuration space M4 of four points is foliated into orbits of G under the diagonal
action and the four-point function is completely specified by giving its values on one point of
each orbit. Let us denote the space of orbits by X = M4/G. The structure of this space might
be complicated, but there is an open dense subset of X which is a smooth manifold with local
coordinates (ua). Since the action of G on M4 is not free, not every function X −→ V gives a well-
defined correlation function. To see this, let x1, . . . , x4 be four points in general position. The
stabiliser of (x1, . . . , x4) in G under the diagonal action is isomorphic to Spin(d−2). Indeed, one
can notice that this is the stabiliser when points are chosen as in (2.3) – it consists of rotations
of the space spanned by vectors e3, . . . , ed. For other choices of the four points, the stabiliser
subgroup is related to this one by conjugation. Let us denote the points from (2.3) by x0

i and
their stabiliser by Bbos. For any b ∈ Bbos, the Ward identities imply

G4

(
x0
i

)
=
(
ρ1

(
dbx0

1

)
⊗ · · · ⊗ ρ4

(
dbx0

4

))
G4

(
x0
i

)
= (ρ1(b)⊗ · · · ⊗ ρ4(b))G4

(
x0
i

)
,

where in the last equality we used that all elements of Bbos act on M as linear transformations.
In conclusion, G4

(
x0
i

)
belongs to the space of invariants V Bbos . As a vector space, this is the

direct sum of trivial representations of Bbos that appear in the decomposition

ResKBbos
(ρ1 ⊗ · · · ⊗ ρ4).
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A generic orbit in M4 contains a point of the form χ = (0,∞, x3, x4) and corresponding spaces
V StabG(χ) all have the same dimension. This allows to write the correlation function as in (4.1),
where dimW = dimV Bbos .

When the equation (4.1) is written for two different permutations of the points xi and the
permutation symmetry of Euclidean correlation functions is used, one arrives at the following
generalisation of (2.4)

F I(ua) =MI
J(ua)F

J(u′a).

The matrixMI
J is termed the crossing factor. A distinguishing feature of the crossing factor is

its (super)conformal invariance. Therefore, whereas the tensor structures depend non-trivially
on coordinates of all insertion points, the crossing factor is a function of cross ratios only. This
fact can be used to compute the factor in a simple manner. Let us note that to do conformal
bootstrap, the knowledge of MI

J in general has to be supplemented by the analysis of 3-point
tensor structures.

In the first subsection we will prove a useful proposition about the transformation properties of
various group elements introduced in the previous section under superconformal transformations.
In the second subsection, we define the crossing factor and prove its superconformal invariance.
The third subsection contains the computation of the factor for general spinning fields in bosonic
field theories, while the fourth treats the example of sl(2|1) superconformal symmetry.

4.1 Transformations of Bruhat factors

In the previous section, we considered the Bruhat decomposition (3.4) and its specialisation to
h = w. We shall now study the “functorial properties” of these factors when x is acted on
by a superconformal transformation h. In particular, the following transformation laws can be
established

Proposition 4.1. Under a superconformal transformation h, elements gij and k(tji) transform
as

gij
(
xh
)

= hgij(x)k(t(xi, h))−1, k
(
thji
)

= wk(t(xi, h))w−1k(tji)k(t(xj , h))−1. (4.2)

Let us make a comment on the notation. Various objects in this subsection depend on the
insertion points xi. However, to avoid having long expressions we have not explicitly kept this
dependence in the notation, e.g., we write yij = y(xij) etc. We will adopt the rule that if
the insertion points are transformed by a group element h, the corresponding objects will carry
an upper index h, e.g., yhij, t

h
ij etc. In particular, we alternatively write xh or hx (or very

rarely y(x, h)).

Proof. Consider the system of equations

m(xi)n(yji) = gij(x), m(xj)k(tji)
−1n(zji)

−1 = gij(x)w−1. (4.3)

The first equation is the definition of gij(x) and the second one was proved in the previous
section. Let us apply a transformation h to all xi-s and use

m(xh) = hm(x)k(t(x, h))−1n(z(x, h))−1.

This relation follows at once from definitions of k(t(x, h)) and n(z(x, h)). Doing these two steps,
we get another system of equations

hm(xi)k(t(xi, h))−1n(z(xi, h))−1n
(
yhji
)

= gij
(
xh
)
, (4.4)

hm(xj)k(t(xj , h))−1n(z(xj , h))−1k
(
thji
)−1

n
(
zhji
)−1

= gij
(
xh
)
w−1. (4.5)
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We can compare this system to (4.3). Elements gij(x) and h−1gij
(
xh
)

have the same m Bruhat
factor and similarly gij(x)w−1 and h−1gij

(
xh
)
w−1. It follows that they are related by

h−1gij
(
xh
)

= gij(x)kijnij , h−1gij
(
xh
)
w−1 = gij(x)w−1k′ijn

′
ij , (4.6)

for some kij , k
′
ij , nij , n

′
ij . Putting these two equations together, we have

kijnij =
(
w−1k′ijw

)
(w−1n′ijw).

We now make the key observation – the grading with respect to the dilation weight requires
nij = n′ij = 1. Also, by looking at elements of conformal weight zero in the first equation of (4.3)

and (4.4). we see that kij = k(t(xi, h))−1. Having established these facts, the proposition follows
from (4.6). To get the first claim, one simply substitutes the expressions for kij and nij into the
first equation. The second claim requires a few more steps. Let us begin by substituting n′ij = 1

and k′ij = wkijw
−1 into the second equation in (4.6). After cancelling w−1 factors on the right

h−1gij
(
xh
)

= gij(x)k(t(xi, h))−1.

Next, we use (4.5) and the second equation of (4.3) the to expand gij(x
h) and gij(x) on the two

sides and cancel the m(xj) factors

k(t(xj , h))−1n(z(xj , h))−1k
(
thji
)−1

n
(
zhji
)−1

w = k(tji)
−1n(zji)

−1wk(t(xi, h))−1.

The grading on g allows to equate the k-factors from the two sides

k(t(xj , h))−1k
(
thji
)−1

= k(tji)
−1wk(t(xi, h))−1w−1.

Rearranging terms now gives the second claim and completes the proof of the proposition. �

4.2 Cartan coordinates and the crossing factor

By this point, the usefulness of the result (3.10) may not be clear. This formula says that
conformal four-point functions may be regarded as K-spherical functions. The benefit of such
transformation is that the latter can be analysed with established techniques of group theory.
The first such technique is the Cartan decomposition that we shall now introduce.

Consider for the moment the bosonic conformal group G = Spin(d+1, 1). Almost all elements
g ∈ G can be written in the form

g = klakr,

where kl, kr ∈ K = SO(1, 1)×Spin(d) and A is the two-dimensional abelian group generated by
{P1 +K1, P2 −K2}. We shall parametrise A by local coordinates (u1, u2) according to

a(u1, u2) = e
u1+u2

4
(P1+K1)−i

u1−u2
4

(P2−K2).

A vector-valued function on G that is covariant with respect to both left and right regular actions
of K is uniquely specified by the values it takes on A. Therefore, the K-spherical functions may
be considered as functions of two variables u1, u2, [69, 70]. This is in agreement with the fact
that four-point functions in a conformal field theory depend on two cross ratios.

It is well-known that in superconformal theories, one has additional fermionic invariants on
which four-point functions depend. This can also be understood from a generalisation of the
Cartan decomposition to the supersymmetric setup. The generalisation is achieved as follows.
Supergroup elements are written as

g = klηlaηrkr, (4.7)
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where kl and kr are associated with the subgroup K of rotations, dilations and R-symmetry
transformations. The factors ηl and ηr are associated with fermionic generators. More specifi-
cally, ηl is obtained by exponentiation of generators of negative R-charge and ηr from generators
with positive charge. From now on, we assume that the superconformal algebra g is of type I –
see appendix for the definition and the list of such algebras. For the time being, we only note
that in any superconformal algebra of type I there exists a distinguished u(1) subalgebra defined
by (B.1), which is a part of internal symmetry algebra Ur. The generator of this subalgebra will
be denoted by R. Half of the fermionic generators half positive R-charge, while the others have
negative. One way to arrive at the decomposition (4.7) will be explained below, (5.2).

The factorisation of supergroup elements g in the form (4.7) is not unique. In fact, given any
such factorisation we can produce another one by the transformation

(kl, ηl; kr, ηr)→
(
klb, b

−1ηlb; b
−1kr, b

−1ηrb
)
, (4.8)

where b ∈ B = Spin(d − 2) × Ur. This is how the stabiliser group of four points appears in
the Calogero–Sutherland coordinates. The elements of B commutes with a = a(u1, u2). At the
same time, the elements b−1ηl,rb can still be written as exponentials of fermionic generators with
negative (l) and positive (r) U(1) R-charge, respectively. Hence the gauge transformation (4.8)
respects the Cartan decomposition. In the following, we shall fix the Cartan factors of group
elements in some arbitrary way, and refer to this choice as gauge fixing. It will be shown that
all quantities that are of interest do not depend on this choice.

Let us now return to the equation (3.10). This equation treats each of the four insertion
points differently and hence it breaks the permutation symmetry of correlators in a Euclidean
quantum field theory. We will be concerned two particular permutations, σs = 1 and σt = (24),
customarily called the s-channel and the t-channel. Given any choice of σ, we can extend the
lifting formula (3.10) to become

G4(xi) = ρσ(2)

(
k(tσ(2)σ(1))

−1
)
ρσ(4)

(
k(tσ(4)σ(3))

−1
)
Fσ(g(xσ(i))). (4.9)

This equation defines Fσ. The factor ρσ(i) acts on the σ(i)th tensor factor in V = V1 ⊗ · · · ⊗ V4

and it acts trivially on all other tensor factors. To evaluate (4.9) further, we decompose the
argument g(xσ(i)) of the functional Fσ in Cartan factors

g(xσ(i)) = kσ,l(xi)ησ,l(xi)aσ(xi)ησ,r(xi)kσ,r(xi).

The formula (4.9) and covariance properties of Fσ give

G4(xi) = ρσ(2)

(
k(tσ(2)σ(1))

−1
)
ρσ(4)

(
k(tσ(4)σ(3))

−1
)
Fσ(g(xσ(i)))

= ρσ(2)(k(tσ(2)σ(1)))
−1ρσ(4)(k(tσ(4)σ(3)))

−1Fσ(kσ,lησ,laσησ,rkσ,r)

= ρσ(1)(kσ,l)ρσ(2)

(
k(tσ(2)σ(1))

−1kwσ,l
)
ρσ(3)

(
k−1
σ,r

)
ρσ(4)

(
k(tσ(4)σ(3))

−1
(
k−1
σ,r

)w)
× Fσ(ησ,laσησ,r).

For simplicity of notation, we omitted the dependence of Cartan factors on the insertion points
and wrote kσ,l = kσ,l(xi) = kl(xσ(i)) etc. In the s- and t-channels, the last formula reduces to

G4(xi) = ρ1(ks,l)ρ2

(
k(t21)−1kws,l

)
ρ3

(
k−1
s,r

)
ρ4

(
k(t43)−1

(
kws,r
)−1)

Fs(ηs,lasηs,r),

G4(xi) = ρ1(kt,l)ρ4

(
k(t41)−1kwt,l

)
ρ3

(
k−1
t,r

)
ρ2

(
k(t23)−1

(
kwt,r
)−1)

Ft(ηt,latηt,r).

The factors in front of Fs and Ft are possible choices for the prefactor Ω(xi)
α
I in s- and t-channels

(this factor is not unique, as it can always be multiplied by a function of cross ratios). They
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carry the dependence of G4(xi) that is fixed by Ward identities. It follows that the crossing
factor M =Mst can be obtained from the matrix Cαβ = ρ1(κ1)⊗ · · · ⊗ ρ4(κ4) with

κ1 = k−1
t,l ks,l, κ2 = kwt,rk(t23)k(t21)−1kws,l,

κ3 = kt,rk
−1
s,r , κ4 =

(
kwt,l
)−1

k(t41)k(t43)−1
(
kws,r
)−1

.

As indicated by its indices, the matrix Cαβ acts on the space of all polarisations, rather than on
the space of tensor structures. To get to the crossing factor, one has to project to the space of
tensor structures and this is done by restricting C to B-invariants, MI

J = (Cαβ)B. In order to
compute the matrix C we first show that it is invariant under superconformal transformation,
up to gauge transformations. This then implies that the projection M is a function of cross
ratios only and so it can be computed after moving the insertion points into a special positions.

To show invariance of M we study the dependence of each of the factor κi on the insertion
points. In this endeavour, the key role is played by the proposition (4.2) proved in the first
subsection. As its immediate consequence, one observes that the supergroup elements gσ(xi)
transform as

gσ
(
xhi
)

= k(t(xσ(1), h))gσ(xi)k(t(xσ(3), h))−1.

Because of the gauge freedom of the Cartan decomposition which we described in (4.8), knowing
the behaviour of gσ(xi) under conformal transformations does not allow us to uniquely determine
the transformation law of the factors, but we can conclude that

kσ,l
(
xhi
)

= k(t(xσ(1), h))kσ,l(xi)bσ(xi, h), kσ,r
(
xhi
)

= b−1
σ (xi, h)kσ,r(xi)k(t(xσ(3), h))−1,

for some factor b that may depend on the channel, the superspace insertion points xi and the
superconformal transformation h, yet must be the same for the left and right factors kl and kr.
For the case of s- and t-channels, these become

ks/t,l
(
xhi
)

= k(t(x1, h))ks/t,lbs/t(xi, h), ks/t,r
(
xhi
)

= b−1
s/t(xi, h)ks/t,rk(t(x3, h))−1.

With these transformation laws it is now easy to verify that all four tensor components κi ofMst

are indeed invariant under superconformal transformations, up to gauge transformations

κi
(
xhk
)

= b−1
t (xk, h)κi(xk)bs(xk, h), κj

(
xhk
)

= wb−1
t (xkh)w−1κj(xk)wbs(xk, h)w−1,

where i = 1, 3 and j = 2, 4. To get the last two relations one employs the formula for
(
thji
)

given
in (4.2).

We have shown that the matrix C is invariant up to a gauge transformation. This actually
implies superconformal invariance of the super-crossing factor M. Details concerning gauge-
independence can be found in [9].

4.3 Crossing factors in bosonic theories

The analysis we have performed in the previous subsections holds for conformal and supercon-
formal symmetries alike. We shall now evaluate the crossing factorMst for spinning correlators
in bosonic conformal field theories. In this case, the problem actually reduces to one on the
2-dimensional conformal group, as we shall show presently.

Let us deviate from previous notations and use G to denote the bosonic conformal group
SO(d + 1, 1) and assume d > 2. Since the crossing factor is conformally invariant, in comput-
ing M(u, v) we may assume that xi are any points that give the correct cross ratios u and v.
In particular, all points can be assumed to lie in the 2-dimensional spanned by the first two
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unit vectors e1, e2 of the d-dimensional space Rd. In this case, the elements m(xi), n(xi), gij
and g(xi) all belong to the conformal group of the plane GP = SO(3, 1) ⊂ G. Within GP , the
element gσ(xi) admits a unique Cartan decomposition. However, since the abelian group A is
a subgroup of GP , this decomposition serves as a valid Cartan decomposition of gσ(xi) in G as
well. That is, the Cartan decomposition of GP defines a particular gauge fixing of Cartan factors
for the family of group elements gσ(xi). The rotations in GP Lie in the U(1) group generated
by M12. These rotations commute with the Weyl inversion w when d > 2. Hence the factors κi
that arise in the transition from s- to t-channel must be of the form

κi = eγiDeϕiM12 ,

for some functions γi and ϕi that depend on the two cross ratios constructed out of insertion
points xi. A direct calculation gives

κ1 = κ3 = eγD+αM12 , κ2 = κ4 = eγD−αM12 ,

with

e4γ =
x2

12x
2
34

x2
14x

2
23

, e2iα =
cosh u1

2

cosh u2
2

.

The coordinates on A are related to cross ratios of section 2 by sinh−2 ui
2 = zi. We have

performed the calculation after moving the points to a configuration

x1 =
cosh2 u1

2 + cosh2 u2
2

2 cosh2 u1
2 cosh2 u2

2

e1 − i
cosh2 u1

2 − cosh2 u2
2

2 cosh2 u1
2 cosh2 u2

2

e2,

x2 = 0, x3 = e1, x4 =∞e1.

AlthoughM was originally defined using representations of K = SO(1, 1)×SO(d), it is computed
using only representation theory of SO(1, 1)× SO(2).

Let us elaborate on the last comment by looking at theories in d = 3 dimensions. Following [7]
we parametrise the elements r of the 3-dimensional rotation group through Euler angles,

r(φ, θ, ψ) = e−φM12e−θM23e−ψM12 .

With this choice of coordinates, the elements κi have φ = ±α and θ = ψ = 0. Next let us recall
that matrix elements of the spin-j representation of SU(2) read

tjmn(φ, θ, ψ) = 〈j,m|g(φ, θ, ψ)|j, n〉 = e−i(mφ+nψ)djmn(θ).

Here, the function djmn is known as Wigner’s d-function. It is expressed in terms of Jacobi

polynomials P
(α,β)
n as

djmn(θ) = im−n

√
(j +m)!(j −m)!

(j + n)!(j − n)!

(
sin

θ

2

)m−n(
cos

θ

2

)m+n

P
(m−n,m+n)
j−m (cos θ).

For θ = 0, the only non-zero matrix elements are those with m = n. Furthermore

tjnn(±α, 0, 0) = e∓inαP
(0,2n)
j−n (1) = e∓inα =

(
cosh u1

2

cosh u2
2

)∓n
2

.

Since the stabiliser group B = SO(d−2) for a bosonic conformal field theory in d = 3 dimensions
is trivial, so taking B-invariants is trivial. Putting all this together we conclude that the crossing
factor reads

MI
J =Mijkl

pqrs =
(u
v

)− 1
4

∑
∆i
(

cosh u1
2

cosh u2
2

) 1
2

(i+k−j−l)
δipδ

j
qδ
k
r δ
l
s,
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where u, v are the usual s-channel cross ratios. Indices i, p run through a basis of the representa-
tion space V1 of K, j, q through a basis of V2 etc. The first factor in this result for the spinning
crossing factor is well known from scalar correlators. For spinning correlators, it gets multiplied
by a diagonal matrix whose entries are integer powers of e2iα. The analysis of this section can
be repeated to include other channels. The argument given in the beginning of this subsection
still goes through – one can compute the crossing factor from a two-dimensional theory. This
again leads to the above structure of the crossing factor. We have done the computation of
the crossing between s- and u-channels, where coshui/2 is replaced by sinhui/2 (and the scalar
prefactor is modified appropriately).

4.4 Example

We can now put all the above together and compute the crossing factor between the s- and the
t-channel for the N = 2 superconformal algebra in one dimension. To this end, the first step
is to find the group elements gs(xi) and gt(xi) which appear in the argument of the covariant
function F . In the previous section, we provided formulas for all ingredients that make up these
elements. Even for the simple example at hand, writing gs and gt as 3 × 3 matrices whose
coefficients are functions in all the ui, θi, θ̄i for i = 1, . . . , 4 is rather cumbersome. At this point,
the superconformal invariance comes to our rescue, as it allows to move the four points to the
special position

x1 =
(
x, θ1, θ̄1

)
, x2 = (0, 0, 0), x3 =

(
1, θ3, θ̄3

)
, x4 = (∞, 0, 0). (4.10)

With this gauge choice, the entries of the matrices gs(xi) and gt(xi) depend on the bosonic
coordinate x and the four Grassmann variables θ1, θ3 and θ̄1, θ̄3 only.

Next, we need to find the Cartan decomposition of the elements gs and gt. The Cartan
coordinates on SL(2|1) are introduced by

g = eκReλlDeq̄Q−+s̄S−e
u
2

(P+K)eqQ++sS+eλrD.

This agrees with the general prescription (4.7), except that the abelian factor A is one-dimen-
sional rather than two-dimensional. The elements gs, gt and their Cartan coordinates are found
by simple multiplication of supermatrices. The bosonic Cartan coordinates in s-channel read

cosh2 us
2

=
1

x

(
1− 1

2
θ3θ̄3 −

θ1θ̄1

2x
+
θ1θ̄3

x
+
θ1θ̄1θ3θ̄3

4x

)
,

eλs,l−λs,r =

(
1− x− 1

2
θ1θ̄1 −

1

2
θ3θ̄3 + θ1θ̄3

)(
x− 1

2
θ1θ̄1

)
,

eλs,l+λs,r
(

1 +
1

2
θ3θ̄3

)(
x− 1

2
θ1θ̄1

)
, e−2κs = 1 +

θ1

x
(θ̄1 − θ̄3).

In the t-channel, they are

cosh2 ut
2

= x

(
1 +

1

2
θ3θ̄3 +

θ1θ̄1

2x
− θ1θ̄3 +

θ1θ̄1θ3θ̄3

4x

)
,

eλt,l−λt,r = −
(

1− x− 1

2
θ1θ̄1 −

1

2
θ3θ̄3 + θ1θ̄3

)(
1 +

1

2
θ3θ̄3

)
,

eλt,l+λt,r =

(
1− 1

2
θ3θ̄3

)(
x+

1

2
θ1θ̄1

)
, e−2κt = 1 + θ̄3(θ3 − θ1).
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The fermionic Cartan coordinates, on the other hand, are given by the following expressions

qs = e
1
2
λs,r

(
θ3 −

θ1

x

(
1− 1

2
θ3θ̄3

))
, ss = e−

1
2
λs,r θ1

x
,

q̄s = e−
1
2
λs,l
(
θ̄3 − θ̄1

)
, s̄s = −e

1
2
λs,l

θ̄3

x
,

qt = e
1
2
λt,r(θ3 − θ1), st = −e−

1
2
λt,rθ1

(
1− 1

2
θ3θ̄3

)
,

q̄t = −e−
1
2
λt,l

(
θ̄1 − θ̄3

(
x+

1

2
θ3θ̄1

))
, s̄t = e

1
2
λt,l θ̄3.

Finally, using these expressions, we can compute crossing factor Mst between the two chan-
nels. For the superconformal algebra sl(2|1) the group K is generated by dilations D and
R-symmetry transformations R. Therefore, it is abelian, so all its irreducible representations
are 1-dimensional. The factor Mst is hence just a single function in the variables x, θ1, θ3

and θ̄1, θ̄3. It depends, of course, on the choice of representations (∆i, ri) for the external su-
perfields. Note that in our gauge (4.10) the factors k(t41) and k(t43) are trivial. Therefore, we
have

κ1 = e(λs,l−λt,l)D+(κs−κt)R, κ4 = e(λt,l+λs,r)D−κtR,

κ3 = e(λt,r−λs,r)D, κ2 = e−(λt,r+λs,l−log x2)D+(κs− 1
2
θ3θ̄3+

θ1θ̄1
2x

)R.

Therefore, the Cartan coordinates from above yield the following expression for Mst

Mst = e
iπ
2

(∆2+∆4−∆1−∆3)x−2∆1α
3
2

∆1− 1
2

∆2− 1
2

∆3− 1
2

∆4

× β
1
2

∆1+ 1
2

∆2− 3
2

∆3+ 1
2

∆4er1(κs−κt)+r2(κs− 1
2
θ3θ̄3+

θ1θ̄1
2x

)−r4κt ,

where α and β are defined by

α = x+ 1
2θ1θ̄1, β = 1− 1

2θ3θ̄3.

Before ending this section, let us mention that, in order to analyse crossing equations, one would
expand functions f(x, θi, θ̄i) in Grassmann variables and restrict to B-invariants, which, in the
case at hand are R-invariants. In this process, the factor M is turned to a 6 × 6 matrix of
differential operators. Details on this point are given in [9].

5 Casimir equations and their solution

The aim of this section is to study the Casimir equations for superconformal partial waves. We
will review the method of computing these functions that was introduced in [8]. However, let us
first give a short account on previous works on superconformal blocks. We will then state which
open problems our method is supposed to address.

Superconformal partial waves have been so far computed in a number of examples, for various
spacetime dimensions and types of correlators. There are several techniques of deriving them,
which include making an ansatz as a sum of bosonic blocks and fixing coefficients using Ward
identities [14, 21, 36, 51, 52, 53, 54, 58, 61], directly evaluating shadow integrals [32] and solving
the appropriate Casimir differential equations [3, 5, 6, 44, 50]. What is common to these works
is that they either focus on correlators of short operators so that the blocks have only one
component, or otherwise restrict to the bottom component of blocks (by setting all Grassmann
variables to zero). The bottom component takes the form of a finite sum of scalar bosonic
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blocks. It is desirable to extend the analysis and derive all components of superconformal blocks
(termed long blocks) because they lead to a larger set of crossing equations for the same OPE
data. First steps in this direction have been performed in [15, 35, 46] where certain long blocks
in 1-dimensional problems have been derived. As far as we know, the only computation of long
blocks that is not ultimately reducible to one dimension was done in [64]. It is expected that
long blocks in general should be expressible as finite sums of spinning bosonic blocks.5

The construction of [8] that we will describe address the above issues in two respects. First,
it produces the Casimir equations for any kind four-point functions in theories with type I
superconformal symmetry in terms of Casimir equations for appropriate spinning bosonic partial
waves. This is possible due to the fact that under the map (3.10) the Casimir equations are
carried to the eigenvalue problem for the Laplacian ∆ on the space of K-spherical functions. In
general, the expression for the Laplacian on a type I supergroup can be related to its bosonic
counterpart ∆0 provided that one works in a particular coordinate system that we will introduce
in the second subsection. In these coordinates, ∆ differs from ∆0 by a nilpotent term A and
a simple “trace” term.

Next, we will analyse the eigenfunctions of the Laplacian. The term A will be treated as
a perturbation, so that the eigenfunctions of ∆ are obtained from those of ∆0 by means of
(quantum mechanical) perturbation theory that terminates at a finite order. This procedure
will be explained in the third subsection. The eigenproblem of ∆0 itself will be reviewed in the
first subsection. It reduces to a two-particle Schrödinger problem that, in the case of scalar fields,
coincides with the BC2 Calogero–Sutherland system, [70]. For spinning fields, the equation is
already non-trivial but its solutions, the spinning bosonic partial waves, have been extensively
studied in the literature. Thus, the upshot of the whole construction is to obtain superconformal
blocks in a systematic way from well known functions.

Finally, as in the previous sections, we will apply the general theory in the sl(2|1) example.
For a more involved example in four dimensions, the reader is referred to [10].

5.1 Casimir equations and Calogero–Sutherland models

The Laplace–Beltrami operator ∆ on a Lie group G may be constructed as the quadratic Casimir
build out of left-invariant vector fields. Alternatively, one may use right-invariant vector fields.
The two operators obtained in this way coincide. The Laplacian is a second order differential
operator acting on the algebra of functions C∞(G). More generally, ∆ can act on vector-valued
functions component-wise.

As invariant vector fields form a representation of the Lie algebra g = Lie(G), the Laplacian
commutes with them. It follows that under ∆ the space of K-spherical functions is mapped to
itself. The space of these functions will be denoted by

ΓGVl,Vr =
{
F : G −→ Vl ⊗ Vr |F (klgkr) =

(
ρl(kl)⊗ ρr(kr)−1

)
F (g)

}
.

Thus, Γ is specified by two finite-dimensional representations ρl, ρr of K, on spaces Vl, Vr. Due
to the Cartan decomposition G = KAK, any function in ΓVl,Vr is uniquely determined by the
values it assumes on the two-dimensional abelian group A. Not every function f : A −→ Vl ⊗ Vr
can be extended to a K-spherical function, because of the non-uniqueness of the decomposition.
Only functions which take values in the space of invariants (Vl⊗Vr)B admit consistent extensions.

In any coordinate system on G, we can find the expression for the Laplacian, e.g., by first
computing the Maurer–Cartan form dg g−1 = dxaCabX

b. The right invariant vector fields are
then

Ra = RXa = C−1
ab ∂b.

5There is another, very general but less explicit, approach to superconformal partial waves proposed in [25].
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Here a = 1, . . . ,dim g runs over the basis {Xa} of the conformal Lie algebra and (xa) are any
local coordinates on G. The Laplacian is then found with the help of the Killing form Kab as
∆ = KabRaRb.

Working in Cartan coordinates makes it particularly easy to restrict ∆ to the space of K-
spherical functions. The resulting operator may be regarded as acting on the space of functions

ΓAVl,Vr =
{
f : A −→ (Vl ⊗ Vr)B

}
.

The Laplacian is self-adjoint with respect to the scalar product on L2(G) that uses the Haar
measure. One has to take this into account in order to obtain an operator of the Schrödinger
form on ΓA. This is achieved by conjugation with a scalar factor ω [7]

ω(u1, u2) = 4(−1)2−d
(

sinh
u1

2
sinh

u2

2

)2d−2
coth

u1

2
coth

u2

2

∣∣∣sinh−2 u1

2
− sinh−2 u2

2

∣∣∣d−2
.

More precisely, we set

Hρl,ρr = 2ω1/2∆Aω
−1/2 − 1

4
(d− 1)2.

The reader is referred to [69] for details, which we will not need in the following. To finish this
subsection, we quote the Hamiltonian that is obtained in the above process in the case of four
scalar fields. The Hamiltonian H takes the form

Hρl,ρr = − ∂2

∂u2
1

− ∂2

∂u2
2

+ V CS
ρl,ρr

(u1, u2), (5.1)

where V is the potential that depends on the representations ρl, ρr defining covariance laws as

V π̂,s
CS (ui) = V

(a,b,ε)
CS (ui) = V

(a,b)
PT (u1) + V

(a,b)
PT (u2) +

ε(ε− 2)

8 sinh2 u1−u2
2

+
ε(ε− 2)

8 sinh2 u1+u2
2

,

V
(a,b)

PT (u) =
(a+ b)2 − 1

4

sinh2 u
− ab

sinh2 u
2

.

Here the parameters a and b are conformal weights of ρl, ρr, respectively, and ε = d−2. The one-
dimensional potential VPT is known as the Pöschl–Teller potential and the Hamiltonian (5.1) is
that of theBC2 Calogero–Sutherland system. The derivation of (5.1) along with the computation
of the potentials for a number of examples can be found in [8, 69, 70].

5.2 Laplacian on type I supergroups

Having a good control over bosonic Casimir equations, we now move to the super-case. For the
precise meaning of phrases such as “supergroup” or “space of functions on a supergroup” the
reader is referred to appendices. In the following we will use such phrases in a somewhat loose,
but hopefully clear, way.

As a vector space, the space of functions on a supergroup G is isomorphic to the space of
vector valued function on the underlying Lie group

C∞(G) ∼= C∞
(
G(0),Λg∗(1)

)
.

The vector space in which the functions take values is dual to the exterior algebra on the odd
part of g = Lie(G). This corresponds to the expansion of a function in Grassmann coordinates.
Similarly, vector valued functions on G may be regarded as function from the bosonic group G(0)

to the space tensored with Λg∗(1)

C∞(G,V ) ∼= C∞
(
G(0), V ⊗ Λg∗(1)

)
.
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The Laplacian on the supergroup commutes with left and right invariant vector fields and
therefore acts within the space of K-spherical functions. There is a simple relation between
the Laplacian on G and its bosonic counterpart on G(0) when the superalgebra g is of type I.
To review this relation, we consider a slight modification of the Cartan coordinates that we
analysed in the previous section (see [63])

g = η′lklakrη
′
r = eσ̄

aȲaklakre
σaYa . (5.2)

That is, we have commuted the factors that include fermionic coordinates past the factors
kl, kr ∈ K to place them on the furthest left and right positions. That kl and kr remain
unchanged in this process follows from the Baker-Campbell-Hausdorff formula. The elements Ȳa
form a basis of g− with the index a running through a = 1, . . . ,dim g−. Elements of the dual basis
in g+ are denoted by Ya. When written in terms of the supercharges and special superconformal
transformations, the exponents read

σ̄aȲa = σ̄βqQ
−
β + σ̄βs S

−
β , σaYa = σβqQ

+
β + σβs S

+
β .

Here Q±β is a basis of q± and S±β is a basis of s± so that β runs through β = 1, . . . ,dim g(1)/4.
Since we have moved the fermionic generators from g−into the leftmost factor, left translations
with elements k ∈ K act on the corresponding Grassmann coordinates. Hence, the covariance
laws satisfied by K-spherical functions do not hold component-wise after the expansion in Grass-
mann variables. They mix various components of the vector-valued functions. The mixing can
be expressed by saying that the expanded K-spherical functions on G naturally correspond to

K-spherical functions on the bosonic group G(0), belonging to the space Γ
G(0)

Vl,Vr
with

Vl = V(12) ⊗ Λg∗−, Vr = V(34) ⊗ Λg∗+. (5.3)

The most important property of the coordinates defined above is the form that the Laplacian
assumes in them. Namely, we have [37, 63]

∆ = ∆0 − 2Dab∂̄σa∂σ̄b −Kij tr
(
D
(
Xi
))
R(0)

Xj .

Here, ∆0 is the Laplacian on the bosonic subgroup of G. For a superconformal group this
Casimir of the bosonic subgroup receives a very simple correction: a term that involves only
second order derivatives of fermionic coordinates with bosonic coefficients. The coefficients Dab

are matrix elements of the representation D of the bosonic group G(0) on the space g+, restricted

to the section A = A(0) ⊂ G(0) of the bosonic conformal group. Since the functions Dab depend
only on the bosonic coordinates, the correction term is a nilpotent operator. This is clear upon
expansion of functions in Grassmann variables. In the final term, {Xi} denotes any basis of
the even subalgebra g(0) and Kij the Killing form in this basis. This term has only one non-
zero contribution, coming from the U(1) R-charge generator, which is the only one that is not
traceless in the representation D.

The process of reduction proceeds along the same lines as explained in the previous section.
Therefore, we end up with a matrix-valued Hamiltonian

H = H ′0 +A.

Here, H0 is the spinning bosonic Hamiltonian specified by representations (5.3). It is modified
to H ′0 by addition of constants along the diagonal, which come from the trace term. Finally,
A is a nilpotent matrix obtained from the reduction of the second term.
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5.3 Nilpotent perturbation theory

Having seen that for type I superconformal symmetry the Casimir operator differs form the
spinning bosonic one by a nilpotent piece A, our strategy is to treat A as a perturbation and
construct supersymmetric partial waves as a perturbation of spinning partial waves. Since A is
nilpotent, the process will produce exact results at some finite order N ≤ dim g(1)/2. General
methods to solve for eigenfunctions of a Hamiltonian H = H0+A in terms of those of H0 are well
established. Particularly suited for our purposes is the exposition of Messiah, [57], that we now
review. For simplicity, we assume that H and H0 have discrete spectra and finite dimensional
eigenspaces. By a limiting process, the construction can be extended to more general spectra.

Let us first set up a bit of notation. We will write H[0] to mean either H0 or H in order to
avoid cluttering. Similar remarks apply to all objects that will carry such indices. The Hilbert
space on which the operators act is denoted by H and H0 is assumed to be hermitian. We shall

denote the eigenspaces of H[0] by V
[0]
n and the corresponding eigenvalues by ε

[0]
n . Projectors to

these eigenspaces are written as P
[0]
n . Consider the resolvents

G[0] : C −→ L(H), G[0](z) =
(
z −H[0]

)−1
.

They can be expanded in the projectors P
[0]
n with simple poles at the eigenvalues ε

[0]
n of H[0].

Conversely, the projectors are obtained by picking up the residues of resolvents at the position
of eigenvalues

G[0](z) =
∑
n

1

z − ε[0]
n

P [0]
n , P [0]

n =
1

2πi

∮
Γn

G[0](z) dz.

Here Γn is a small contour encircling z = ε
[0]
n and none of the other eigenvalues.

Let us insert the relation H = H0 + A between the two Hamilton operators into the resol-
vent G. Upon expanding in A we get

G = G0

∞∑
n=0

(AG0)n = G0

N∑
n=0

(AG0)n.

The infinite sum truncates at a finite order for the kind of operators we wish to consider. For, if
AN = 0 then also (AG0)N = 0, since in our application G0 acts diagonally on H = L2(Cm)⊗Cl
and A is a triangular matrix of functions. Computing residues of the previous expansion for G
at ε0

i we obtain

Pi = P 0
i +

N∑
n=1

Res
(
G0(AG0)n, ε0

i

)
≡ P 0

i + P
(1)
i + · · ·+ P

(N)
i , (5.4)

with

P
(1)
i = P 0

i ASi + SiAP
0
i , (5.5)

P
(2)
i = P 0

i ASiASi + SiAP
0
i ASi + SiASiAP

0
i

− P 0
i AP

0
i AS

2
i − P 0

i AS
2
i AP

0
i − S2

i AP
0
i AP

0
i , (5.6)

and so on. Here, the symbol Si denotes the following operator

Si =
∑
j 6=i

P 0
j

ε0
i − ε0

j

.
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Since the sum over j is restricted to j 6= i we infer that SiP
0
i = P 0

i Si = 0, a property we shall
frequently use. The idea now is to find the eigenvectors of H by applying the projections Pi
to eigenvectors of H0. This leads to the complete solution of the problem provided that the
maps, Pi : V

0
i −→ Vi and P 0

i : Vi −→ V 0
i are vector space isomorphisms. We shall verify that this

assumption is true in the example below.

5.4 Example

In this final subsection, we will apply the nilpotent perturbation theory to find the partial
waves for the N = 2 superconformal symmetry in one dimension. The even subalgebra of the
superconformal algebra g = sl(2|1) is g(0) = so(1, 2)⊕ u(1). Its representations [j, q] are labelled
by a spin j and an R-charge q. For finite dimensional (non-unitary) representations, j is half-
integer while q can be any complex number. We see that the odd subspace g(1) decomposes into
a sum of two irreducible representations,

g(1) = g+ ⊕ g− = [1/2, 1]⊕ [1/2,−1].

When we restrict the representations g± to the subalgebra k = u(1)D ⊕ u(1)R, they decompose
into a sum of two irreducibles each

g+ = q+ ⊕ s+, g− = q− ⊕ s−,

where

q± = (1/2,±1), s± = (−1/2,±1).

The first label of the representation is the conformal weight ∆, while the second is the R-charge q.
Recall that q± are the spaces spanned by Q±, respectively, and the same for s±. In our analysis
of the Casimir equations it is important to know the representation content of Λg± which is
given by

Λg± = (0, 0)⊕ (1/2,±1)⊕ (−1/2,±1)⊕ (0,±2).

The Lie superalgebra sl(2|1) possesses two algebraically independent Casimir elements, one of
second order and one of third. The quadratic Casimir element is given by

C2 = −D2 + 1
4R

2 − 1
2{K,P}+ 1

2 [Q+, S−]− 1
2 [Q−, S+]. (5.7)

The cubic Casimir element, on the other hand, reads

C3 =
(
D2 − 1

4R
2 + PK

)
R−Q+S−

(
D + 3

2R
)

−Q−S+

(
D − 3

2R
)

+KQ+Q− + PS−S+ −D − 1
2R.

Typical representations of the superalgebra sl(2|1) can be distinguished by the values of these
two Casimir elements. For atypical representation (short multiplets) this is not the case. These
representations have both Casimirs are zero, see, e.g., [67].

As explained in the previous subsection, we shall deviate from the Cartan coordinates and
parametrise the supergroup as

g = e%̄Q−+σ̄S−eκReν1Deµ(P−K)eν2De%Q+−σS+ .

We also used the generator P −K in the middle factor in order to have discrete spectrum for
which our discussion the perturbation theory readily applies. Solutions that we will obtain can
be then analytically continued in parameters as well as the argument, as we will later show.
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We can now perform the steps explained in the previous subsections to find the Laplacian
and descend to the double coset K\G(0)/K. Since the algebra k is abelian, the spaces Vi and
hence also V(12) and V(34) are all one-dimensional. Recall that the Laplacian acts on a space of
functions that take values in B-invariants. In the case at hand, B coincides with the R-symmetry
group U(1). We will assume that the R-charges qi of the four external fields sum up to

∑
qi = 0.

Under this assumption, the space of B-invariant is 6-dimensional and spanned by(
Λg(1) ⊗ V(12) ⊗ V(34)

)B
= span{1, σ̄σ, σ̄%, %̄σ, %̄%, σ̄%̄σ%}.

Each function on the one-dimensional coset space K\G(0)/K that takes values in this subspace
can extended to a covariant function f on the entire supergroup as

f(µ, κ, ν, σ, %) = eaν1+bν2+qκf1 + e(a+ 1
2

)ν1+(b− 1
2

)ν2+(q+1)κf2 σ̄σ

+ e(a+ 1
2

)ν1+(b+ 1
2

)ν2+(q+1)κf3σ̄%+ e(a− 1
2

)ν1+(b− 1
2

)ν2+(q+1)κf4%̄σ

+ e(a− 1
2

)ν1+(b+ 1
2

)ν2+(q+1)κf5%̄%+ eaν1+bν2+(q+2)κf6σ̄%̄σ%,

where the six real component functions f1, . . . , f6 depend on the variable µ that parametrises
the double coset.

The behaviour of the individual terms under the left and right action of K is determined by
the parameters (∆i, qi) of the external fields. Their values are a = ∆2 −∆1, b = ∆3 −∆4 and
q = q1 + q2 = −q3 − q4. The precise form of the νi and κ-dependent prefactor depends on the
fermionic coordinates they are multiplied with. The first term in the expansion above, one that
contains no fermionic coordinates, is multiplied by the character of K × U(1)D on V(12) × V(34)

where U(1)D denotes the U(1) subgroup of the right factor K that is associated with dilation.
In the remaining terms, this basic character is multiplied with the character of K × U(1)D on
the corresponding product of fermionic variables.

The Laplace–Beltrami operator is obtained by substituting explicit expressions for the left
or right invariant vector fields in the quadratic Casimir (5.7). Applied to the function f of
the above form, it reduces to a second order differential operator in µ that acts on the vec-
tor (f1(µ), . . . , f6(µ)). The corresponding eigenvalue problem assumes the form of a matrix
Schrödinger equation Hf = λf , with the Hamiltonian of the form H = H0 +A and

H0 = diag

(
H

(a,b)
PT − (q − 1)2

4
, H

(a+ 1
2
,b− 1

2
)

PT − q2

4
, H

(a+ 1
2
,b+ 1

2
)

PT − q2

4
,

H
(a− 1

2
,b− 1

2
)

PT − q2

4
, H

(a− 1
2
,b+ 1

2
)

PT − q2

4
, H

(a,b)
PT − (q + 1)2

4

)
,

and a nilpotent perturbation

A =



0 − sinµ cosµ − cosµ − sinµ 0
0 0 0 0 0 sinµ
0 0 0 0 0 − cosµ
0 0 0 0 0 cosµ
0 0 0 0 0 sinµ
0 0 0 0 0 0

 .

The unperturbed Hamiltonian H0 contains six individual Hamiltonians H
(α,β)
PT with a Pöschl–

Teller potential,

H
(α,β)
PT = −1

4
∂2
µ −

αβ

sin2 µ
+

(α+ β)2 − 1
4

sin2 2µ
.
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The constants added to these Pöschl–Teller Hamiltonians come from the trace term in the
Laplacian ∆. Let us now apply the nilpotent perturbation theory to solve the eigenvalue problem
for H in the case a = b = q = 0. We have A3 = 0, so the perturbation theory is exact at the
second order. We shall solve the problem on the interval µ ∈ [0, π/2]. The potential diverges at
the boundaries and hence the spectrum is discrete.

According to our general discussion, we first need to spell out the solution of the unperturbed
problem, i.e., provide the eigenfunctions of the Pöschl–Teller Hamiltonians that appear along
diagonal of H0. Each of the operators

H
(0,0)
PT − 1/4, H

(1/2,−1/2)
PT = H

(−1/2,1/2)
PT , H

(1/2,1/2)
PT = H

(−1/2,−1/2)
PT

has a unique eigenfunction that is non-singular on the above interval. They will be denoted
by ψn, φn and χn with n = 0, 1, . . . integer, respectively. Explicitly, we have

ψn =
√

2(2n+ 1) sin1/2 µ cos1/2 µ Pn(cos 2µ), ε0
0,n = n(n+ 1),

φn = 2
√
n+ 1 sin3/2 µ cos1/2 µ P (1,0)

n (cos 2µ), ε0
1,n = (n+ 1)2,

χn = 2
√
n+ 1 sin1/2 µ cos3/2 µ P (0,1)

n (cos 2µ), ε0
1,n = (n+ 1)2.

Here, P
(α,β)
n denote Jacobi polynomials, Pn = P

(0,0)
n are the Legendre polynomials. With this

normalisation, each set of wave functions forms an orthonormal basis for the space of functions
defined on the interval [0, π/2] which vanish on the boundary, with respect to the usual scalar
product,

(g1, g2) =

∫ π
2

0
dµ g1(µ)ḡ2(µ),

for which the Pöschl–Teller Hamiltonians are Hermitian. When we displayed the eigenvalues ε
of the Pöschl–Teller Hamiltonians we have already introduced the label i = (σ, n), σ = 0, 1
that enumerates the various eigenspaces of the unperturbed Hamiltonian H0. We can now also
display the associated projectors P 0

i = P 0
σ,n = P 0

εσ,n . They are given by

P 0
n(n+1)f = (ψn, f1)ψne1 + (ψn, f6)ψne6,

P 0
(n+1)2f = (φn, f2)φne2 + (φn, f5)φne5 + (χn, f3)χne3 + (χn, f4)χne4,

where {ei} is the standard orthonormal basis for C6 and f = (f1, . . . , f6)T is a six component
column of functions in µ. In order to find eigenvectors of H we first need to compute the
projectors Pi. To do this, we need the following two integrals

I1(m,n) =

∫ π/2

0
dµφmψn sinµ =

√
m+ 1

2(2n+ 1)
(δmn − δm+1,n),

I2(m,n) =

∫ π/2

0
dµχmψn cosµ =

√
m+ 1

2(2n+ 1)
(δmn + δm+1,n).

To evaluate the integrals, we performed the substitution to a new variable x = cos 2µ that takes
values in x ∈ [−1, 1] and used the relations

(1− x)P (1,0)
n = Pn − Pn+1, (1 + x)P (0,1)

n = Pn + Pn+1,

along with the orthogonality of Legendre polynomials. These results imply that

P 0
i AP

0
i = 0, P 0

i ASiAP
0
i = 0.
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Here, the index i = (σ, n) runs over σ = 0, 1 and n = 0, 1, 2, . . . . To get the eigenvectors of H all
we have to do is to apply the projectors Pi to |ψ〉. Using equation (5.4) and the expressions (5.5)

and (5.6) for P
(1)
i , P

(2)
i we obtain the following set of linearly independent eigenfunctions of the

perturbed Hamiltonian, i.e., the Laplacian on the supergroup,

f (1)
n = ψne1,

f (2)
n = φne2 −

1√
2(n+ 1)(2n+ 1)

ψne1 −
1√

2(n+ 1)(2n+ 3)
ψn+1e1,

f (3)
n = χne3 +

1√
2(n+ 1)(2n+ 1)

ψne1 −
1√

2(n+ 1)(2n+ 3)
ψn+1e1,

f (4)
n = χne4 −

1√
2(n+ 1)(2n+ 1)

ψne1 +
1√

2(n+ 1)(2n+ 3)
ψn+1e1,

f (5)
n = φne5 −

1√
2(n+ 1)(2n+ 1)

ψne1 −
1√

2(n+ 1)(2n+ 3)
ψn+1e1,

f (6)
n = ψne6 +

1√
2n(2n+ 1)

(φn−1(−e2 − e5) + χn−1(−e3 + e4))

− 1√
2(n+ 1)(2n+ 1)

(φn(e2 + e5) + χn(−e3 + e4)) +
2

n(n+ 1)
ψne1.

Note that the superscript (k) labels different solutions of our matrix Schrödinger equation. Each
of the eigenfunctions f (k) has six components.

Let us make a couple of remarks about the obtained set of eigenfunctions. By completeness
of eigenfunctions of each Pöschl–Teller Hamiltonian, the eigenfunctions of H0 are also complete

in the Hilbert space of physical wave functions. However, the solution f
(6)
n is not well-defined

for n = 0 and it is therefore discarded. Indeed, the perturbed Hamiltonian is seen to be no
longer diagonalizable on the full Hilbert space, but it is diagonalizable on a codimension-one
subspace. Non-diagonalizability is a known feature of the Laplacian on supergroups, [66, 68], and
is related to the presence of atypical modules in the decomposition of the regular representation.
In our case, as mentioned above, atypical (short) representations can appear only for eigenvalue
zero, consistent with the findings here. In the conformal field theory language, the number of
conformal blocks reduces when the field in the intermediate channel is BPS.

Conformal partial waves satisfy the same differential equations as the wavefunctions above,
but different boundary conditions. We opted to work with the physical wavefunctions of the
Schrödinger problem on a compact interval because the operator H0 was in this case manifestly
Hermitian and had a discrete spectrum. Therefore, we could directly apply the perturbative
procedure of the previous subsection. This means however, that a few further steps are needed
to obtain the conformal blocks. Firstly, the solutions of the trigonometric model have to be
adopted to the hyperbolic theory. This is done by expressing Jacobi polynomials in terms of the
hypergeometric function 2F1, which allows to promote n to a continuous parameter λ. Explicitly,
let

Ψ
(a,b)
λ =

(
4

y

)a+ 1
2

(1− y)
1
2
a− 1

2
b+ 1

4
2 F1

(
1

2
+ a+ λ,

1

2
+ a− λ, 1 + a− b, y − 1

y

)
,

where the variable y is related to u = 2iµ as y = cosh−2 u
2 . For our special values of the

parameters a, b we introduce in particular

Ψλ = (iλ)1/2Ψ
(0,0)
λ , Φλ =

1

2
(iλ)3/2Ψ

( 1
2
,− 1

2
)

λ , Xλ =
1

2
(iλ)1/2Ψ

( 1
2
, 1
2

)

λ .
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When these functions are specialised to integer or half-integer values of λ, we get the building
blocks of the solution for the trigonometric model, more precisely

Ψλ=−n− 1
2

= ψn, Φλ=−n−1 = φn, Xλ=−n−1 = χn.

With this in mind, we define functions F
(i)
λ , i = 1, . . . , 6 by analytic continuation in λ of the

solutions f
(i)
n . These are solutions of the matrix Calogero–Sutherland model that are regular near

the wall at u = 0, in which incoming and outgoing waves are superposed in a very particular way.

To extract the incoming and outgoing pieces, we decompose each Ψ
(a,b)
λ as Ψ

(a,b)
λ = Ψ

(a,b)
λ,+ +Ψ

(a,b)
λ,− ,

where

Ψ
(a,b)
λ,± = c(±λ, a, b)4±λ(1− y)

1
2
a− 1

2
b+ 1

4 y∓λ 2F1

(
1

2
+ a∓ λ, 1

2
− b∓ λ, 1∓ 2λ, y

)
,

and the prefactor is c given by

c(λ, a, b) = 4−λ+a+ 1
2

Γ(a− b+ 1)Γ(2λ)

Γ
(

1
2 + λ+ a

)
Γ
(

1
2 + λ− b

) .
Thus, the wavefunctions F (i) give two families of solutions which are obtained by expressing F

(i)
λ

in terms of Ψ
(a,b)
λ and attaching an index + (respectively −) to them. For λ, ε > 0, the set of

solutions which decay at infinity is

G
(1)
λ = (iλ)1/2Ψ

(0,0)
λ,− e1,

G
(2)
λ =

1

2
(iλ)3/2Ψ

( 1
2
,− 1

2
)

λ,− e2 +

√
i

4λ
Ψ

(0,0)

λ+ 1
2
,−e1 +

√
i

4λ
Ψ

(0,0)

λ− 1
2
,−e1,

G
(3)
λ =

1

2
(iλ)1/2Ψ

( 1
2
, 1
2

)

λ,− e3 −
√

i

4λ
Ψ

(0,0)

λ+ 1
2
,−e1 +

√
i

4λ
Ψ

(0,0)

λ− 1
2
,−e1,

G
(4)
λ =

1

2
(iλ)1/2Ψ

( 1
2
, 1
2

)

λ,− e4 +

√
i

4λ
Ψ

(0,0)

λ+ 1
2
,−e1 −

√
i

4λ
Ψ

(0,0)

λ− 1
2
,−e1,

G
(5)
λ =

1

2
(iλ)3/2Ψ

( 1
2
,− 1

2
)

λ,0 e5 +

√
i

4λ
Ψ

(0,0)

λ+ 1
2
,−e1 +

√
i

4λ
Ψ

(0,0)

λ− 1
2
,+
e1,

G
(6)
λ = (iλ)1/2Ψ

(0,0)
λ,− e6 +

1

4
√
λ

(
i

3
2

(
λ+

1

2

)
Ψ

( 1
2
,− 1

2
)

λ+ 1
2
,− (e2 + e5) + i

1
2 Ψ

( 1
2
, 1
2

)

λ+ 1
2
,−(e3 − e4)

)
− 1

4
√
λ

(
i

3
2

(
λ− 1

2

)
Ψ

( 1
2
,− 1

2
)

λ− 1
2
,− (−e2 − e5) + i

1
2 Ψ

( 1
2
, 1
2

)

λ− 1
2
,−(e3 − e4)

)
+

(iλ)
1
2

λ2 − 1
4

Ψ
(0,0)
λ,− e1.

The functions G(i) are the physical conformal blocks.

6 Conclusions and outlook

Interplay of ideas from representation theory, integrable systems and conformal field theory
has a long history. Traditionally, these interrelations appeared mostly in the study of two-
dimensional CFTs. Significant advances in this area of mathematics and mathematical physics
were made by professor Tarasov and professor Varchenko, e.g., in their study of the Knizhnik–
Zamolodchikov equations [73, 74].

Recent progress the conformal bootstrap programme provides strong motivation to try and
extend the methods of representation theory to higher dimensions. We hope to have convinced
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the reader that the harmonic analysis approach outlined in this text holds some promise in this
endeavour.

The present review was focused on supersymmetric theories. In such setups, there are still
many open questions amenable to our methods. While in this work all constructions were
illustrated on a comparatively simple example in one dimension, explicit computations of a
similar type in four dimensions have been done in [10].

Here we did not discuss at length the role played by integrability. Some aspects of it can be
found in [41]. On the other hand, it should be clear that the methods presented here extend
to other contexts such as defect CFTs. Some investigations in this direction appeared already
in [39], but more work is in progress which seems to provide a non-trivial and highly structured
modification of the theory described in the text. Finally, the spaces of K-spherical functions
have been studied recently in [72], where the authors placed a particular emphasis on their
representation through the Eisenstein integral. Investigation of analytic properties of these
functions also seem to be a necessary requirement for analysis of crossing equations. We hope
to turn to this question in the future.

A Euclidean conformal group

In this appendix we collect some details about the euclidean conformal group. Its subgroups,
decompositions and representation that play a role in the main text are defined. For many more
details, the reader is referred to [20].

The group of conformal transformations of the euclidean space Rd is G = SO(d + 1, 1). Its
Lie algebra g is spanned by generators of translations Pµ, rotations Mµν , dilations D and special
conformal transformations Kµ, obeying the following non-vanishing brackets

[D,Pµ] = Pµ, [D,Kµ] = −Kµ, [D,Mµν ] = 0,

[Mµν, Pρ] = δνρPµ − δµρPν , [Mµν ,Kρ] = δνρKµ − δµρKν ,

[Mµν ,Mρσ] = δνρMµσ − δµρMνσ + δνσMρµ − δµσMρν ,

[Kµ, Pν ] = 2(Mµν − δµνD).

The Lie algebra g is graded with respect to the eigenvalue under the adjoint action of the dilation
generator, called conformal weight. Thus we can write

g = g−1 ⊕ g0 ⊕ g1 = span{Kµ} ⊕ span{D,Mµν} ⊕ span{Pµ}.

Subgroups of G that correspond to subalgebras of degree zero, and non-positive degree play an
important role in the representation theory of G. We denote them by

K = SO(1, 1)× SO(d), P = (SO(1, 1)× SO(d)) nRd.

The later subgroup, generated by dilations, rotations and special conformal transformations
is a parabolic subgroup of G. Since it is the only parabolic subgroup that plays a role in
our considerations, we shall call it the parabolic subgroup. The quotient of G by P is the
compactified euclidean space

G/P ∼= Sd.

A.1 Unitary irreducible representations

All unitary irreducible representations of the conformal groups can be constructed from elemen-
tary representations by taking subrepresentations and quotients.
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A finite dimensional irreducible representation of the group K is specified by a conformal
weight ∆ and the highest weight µ of the rotation group SO(d). Let ρ∆,µ be a representation of
the parabolic subgroup which extends this representation of K by requiring that special confor-
mal transformations act trivially. An elementary representation π∆,µ = [∆, µ] is a representation
of G induced from ρ∆,µ

π∆,µ = IndGP ρ∆,µ.

More explicitly, the carrier space of π is that of right-covariant functions

Γ∆,µ =
{
f : G −→ V | f(gp) = ρ∆,µ(p)−1f(g)

}
.

The space V is the carrier space of the inducing representation ρ. The action on Γ is given by
multiplication of the argument of a functions (g ·f)(g′) = f(gg′). The representation π∆µ is said
to be of type I if µ = (0, . . . , 0, l) is a symmetric traceless tensor.

Elementary representations are generically irreducible but not unitary. Unitary representa-
tions belong to either principal, complementary or discrete series. The principal series have

∆ ∈ d
2

+ iR, µ arbitrary.

They are unitary with respect to the inner product

(f1, f2) =

∫
N

dx 〈f̄1, f2〉, (A.1)

where integration is over a section of P -orbits. This is well-defined (independent of the choice
of section) if and only if ∆ + ∆̄ = d, which leads to the above restriction on the conformal
dimension.

For ∆ /∈ d/2 + iR, the inner product (A.1) is not well-defined. However, in some cases, there
exist other invariant scalar products which make the elementary representations unitary. These
representations are said to constitute the complementary series. For type one representations,
we have

l = 0, 0 < ∆ < d, l > 0, 1 < ∆ < d− 1.

Complementary series representations can be obtained by analytic continuation of discrete series
of S̃O(d, 2).

Discrete series representations are defined by the condition that their matrix coefficients are
square-integrable functions on the group. They are not elementary, but rather subquotients
of elementary representations. As indicated by their name, discrete series representations have
∆ = d/2 + n, n ∈ N. These representation only exist when d is odd.

B Superconformal algebras of type I

In this appendix we define what is meant by a superconformal algebra and introduce types I
and II. While some of the discussion of the main text applies equally well to both types, the
construction of Casimir equations relies on the algebra being of type I.

Let g = g(0)⊕g(1) be a finite-dimensional Lie superalgebra. We say that g is a superconformal
algebra if its even part g(0) contains the conformal Lie algebra so(d+ 1, 1) as a direct summand
and the odd part g(1) decomposes as a direct sum of spinor representations of so(d) ⊂ so(d+1, 1)
under the adjoint action.
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If this is the case, we denote the dilation generator of the bosonic conformal Lie algebra by D.
Eigenvalues with respect to adD give a decomposition of g into the sum of eigenspaces

g = g−1 ⊕ g−1/2 ⊕ g0 ⊕ g1/2 ⊕ g1 = g−1 ⊕ s⊕ k⊕ q⊕ g1.

The even part of g is composed of g±1 and k where g−1 = n contains the generators Kµ of special
conformal transformations while g1 = n is spanned by translations Pµ. Dilations, rotations and
internal symmetries make up

k = so(1, 1)⊕ so(d)⊕ u.

Generators of g±1/2, are supertranslations Qα and super special conformal transformations Sα.
We shall also denote these summands as s = g−1/2 and q = g1/2. All elements of non-positive
degree make up a subalgebra p of g that will be referred to as the parabolic subalgebra

p = g−1 ⊕ g−1/2 ⊕ g0.

There is a unique (connected) corresponding subgroup P ⊂ G such that p = Lie(P ). The
superspace can be identified with the supergroup of translations and supertranslations. It is
defined as the homogeneous space M = G/P .

The above structure is present in any superconformal algebra. In this work, we shall mainly
consider those g which satisfy an additional condition of being of type I. This means that the
odd subspace decomposes as a direct sum of two irreducible representations of g(0) under the
adjoint action

g(1) = g+ ⊕ g−.

The two modules g± are then necessarily dual to each other and further satisfy

{g±, g±} = 0.

In addition, the bosonic algebra assumes the form

g(0) = [g(0), g(0)]⊕ u(1). (B.1)

The u(1) summand is a part of the internal symmetry algebra. Its generator will be denoted
by R. All elements in g+ possess the same R-charge. The same is true for the elements of g−,
but the R-charge of these elements has the opposite value. Elements in the even subalgebra g(0),
on the other hand, commute with R.

Let us denote the intersections of the subspaces q and s with g± by

q± = q ∩ g±, s± = s ∩ g±.

The subspaces q± and s± do not carry a representation of g(0), but they do carry a representation
of k. This also means that in type I superconformal algebras, the action of k on super-translations
decomposes into two or more irreducible representations. It turns out that

dim(q±) = dim(s±) = dim(g(1))/4.

The full list of type I superconformal algebras, which follows directly from Kac’s classifica-
tion [42], is

sl(2|N ), sl(2|N1)⊕ sl(2|N2), psl(2|2), osp(2|4), sl(4|N ), psl(4|4).

The presented list is that of complexified Lie superalgebras – for different spacetime signatures
one considers their various real forms.
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C Induced and coinduced representations

In this appendix we collect some properties of the two types of representations that play a role
in the main text, following Blattner [4]. These representations are obtained by processes of
induction and coinduction.

Given any algebra A, a subalgebra B and a representation ρ : B −→ End(W ) of B, we can
define two representations of A on the following spaces

IndAB ρ = A⊗B W, CoindAB ρ = HomB(A,W ),

Elements of the first space are linear combinations of vectors a⊗ w, under identifications

ab⊗ w ∼ a⊗ bw, a ∈ A, b ∈ B, w ∈W,

and the action of A is the left regular one. In the second space, elements are B-equivariant maps

ϕ : A −→W, ϕ(ba) = bϕ(a),

and the action now is (aϕ)(a′) = ϕ(a′a). The two modules introduced are called induced and
coinduced modules, respectively. We defied them as left A-modules. For an arbitrary algebra,
induced and coinduced modules are formally related by duality. We shall now explain this
relation in the context of representations of Lie groups and Lie algebras.

When studying representations of groups and Lie algebras, one can replace these algebraic
objects by associative algebras that have the same representation theory. For groups, this is the
group algebra (algebra of functions on the group under convolution) and for Lie algebras, it is
the universal enveloping algebra. Thus, the above constructions give definitions of induction and
coinduction for groups and algebras. For example, if G is any group, H ⊂ G a subgroup and ρ
a representation of H on the space W , we put A = C[G] and B = C[H]. Thus, the induced
module of C[G] (and thereby G) is

IndGHW = C[G]⊗C[H] W,

with the regular left action. Similar comment apply for coinduced representations. If G is a Lie
group, one may equivalently view the above module as the space of covariant vector-valued
functions on the group

Γ =
{
f : G −→W |ϕ

(
gh−1

)
= ρ(h)ϕ(g)

}
,

under the left-regular action (g · f)(x) = f
(
g−1x

)
. This view is more in line with our discussion

in the main text.

There is a close relation between induced representations of Lie groups and coinduced repre-
sentations of their Lie algebras that we shall now explain. Let G be a Lie group, H ≤ G a Lie
subgroup and g = Lie(G), h = Lie(H). Let W be a finite dimensional representation of H and
use the same letter for the derivative representation of h. Then

d(IndGHW ) = Coindg
hW = HomU(h)(U(g), V ). (C.1)

To see how this comes about, recall that the representation space on the right hand side consists
of linear maps U(g) −→W which commute with the action of U(h) on U(g) (by left multiplication)
and W . The action of x ∈ g on such a map is given by

(xψ)(A) = ψ(Ax), A ∈ U(g).



Harmonic Analysis in d-Dimensional Superconformal Field Theory 33

To see how (C.1) comes about consider an analytic function f : G −→ W . This function defines
a linear map on the universal enveloping algebra through its Taylor coefficients

ψ : U(g) −→W, ψ(A) = RAf(e).

Here RA is a differential operator corresponding to the element A of the universal enveloping
algebra, constructed out of right-invariant vector fields. Conversely, the knowledge of all Taylor
coefficients can be used to recover f . Covariance properties of ψ follow from those of f .

We mentioned that there is a formal relation of duality between induced and coinduced
representation of arbitrary algebras. For Lie algebras, the duality takes a concrete form

Coindg
h(W

∗) =
(
Indg

hW
)∗
.

To see that this is true, let V = Indg
pW . Given ψ ∈ V ∗ and A ∈ U(g) define the function

ψ : U(g) −→W ∗, ψ(A)(w) = f(s(A)⊗ w).

where s is the antipode in U(g). It is clear that ψ(A) is an element of W ∗ and that ψ is
a linear map. It also belongs to the coinduced module π = Coindg

pW
∗. This follows from the

computation

ψ(BA)(w) = f(s(A)s(B)w) = ψ(A)(σ(B)w) =
(
B(ψ(A))

)
(w).

Here, B is an element of U(p). The last step uses the definition of the dual representation for
the algebra U(p). The map f −→ ψ is clearly linear. It also commutes with the action of U(g).
To see this, let C ∈ U(g). Then

(̂Cf)(A)(w) = (Cf)(σ(A)w) = f(σ(C)σ(A)w) = f(σ(AC)w)

= ψ(AC)(w) = (Cψ)(A)(w).

It is a simple matter to show that f −→ ψ is a bijection. Therefore, the map establishes an
isomorphism between the coinduced representation from W ∗ and the dual of the induced repre-
sentation from W .

In the context of conformal field theory, the states of the Hilbert space belong to representa-
tions induced from a parabolic subalgebra of the conformal Lie algebra. These representations
are known as the parabolic Verma modules. Their dual modules form the algebraic principal
series of representations. Algebraic principal series are naturally realised as coinduced repre-
sentations. Their name steams the fact that the space of smooth vectors in a principal series
representation of the conformal group G forms the algebraic principal series representation of
the Lie algebra g = Lie(G).

In the supersymmetric case, treating the induced representations of a superconformal group
can be rather delicate. Therefore, for some purposes, including the analysis of tensor products of
principal series representations, it is most convenient to work with the coinduced representations
of the superconformal algebra, as was done in [8].

D Elements of supergeometry

In this appendix we collect some properties of supermanifolds and Lie supergroups, following
the classical work of Kostant [48]. We hope these may be useful to some readers by offering
a way to put constructions of Sections 3–5 on a firm mathematical basis.

Recall that, by definition, a supermanifold M is a topological space X together with a sheaf A
of superalgebras, such that around any point x ∈ X there is an open neighbourhood U with
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A(U) ∼= C∞(U) ⊗ Λn, where Λn is the Grassmann algebra on n generators. The number n is
called the odd dimension of M . For any open set V ⊂ X, A(V ) is a commutative superalgebra.
It is a non-trivial, but familiar, fact that the supermanifold can be completely recovered from
its structure algebra A(X).

Some constructions regarding supermanifolds are more easily formulated in terms of a certain
coalgebra A(X)∗ rather than the structure algebra itself. The A(X)∗ is defined as the space of
all elements in the full dual A(X)′ which vanish on some ideal of finite codimension in A(X).
Elements of A(X)∗ are referred to as distributions with finite support. One observes that A(X)∗

is a supercocommutative coalgebra. Namely, let i and ∆ be the natural injection and the
diagonal map

i : A(X)′ ⊗A(X)′ −→ (A(X)⊗A(X))′, i(v ⊗ w)(f ⊗ g) = (−1)|w||f |v(f)w(g),

∆: A(X)′ −→ (A(X)⊗A(X))′, (∆v)(f ⊗ g) = v(fg), v, w ∈ A(X)′, f, g ∈ A(X).

Then one can show ∆(A(X)∗) ⊂ A(X)∗ ⊗ A(X)∗, so the diagonal map makes A(X)∗ into
a coalgebra. One again has that A(X)∗ determines the sheaf A. For example, X as a set can
be recovered either as the set of all homomorphisms A(X) → R, or as the set of all group-
like elements in A(X)∗. The coalgebra A(X)∗ also plays a prominent role in the theory of Lie
supergroups and their actions on supermanifolds, as will be outlined presently.

D.1 Lie supergroups

Let g be a Lie superalgebra, H a group and π : H −→ Aut(U(g)) a representation of H by algebra
automorphisms. Further, write F (H) for the group algebra of H. The smash product E(H, g, π)
is a supercocommutative Hopf algebra constructed as follows:

1) As a vector space E = F (H)⊗ U(g).

2) The multiplication in F (H) and U(g) is defined in the usual way and hxh−1 = π(h)x.

3) The comultiplication ∆, counit η and the antipode σ are defined as

∆(h) = h⊗ h, ∆(x) = 1⊗ x+ x⊗ 1, η(h) = 1, η(x) = 0,

σ(h) = h−1, σ(x) = −x, σ(AB) = (−1)|A||B|σ(B)σ(A).

In these formulas h ∈ H, x ∈ g and A,B ∈ U(g) are arbitrary. The set of group-like elements
of E is precisely H and that of primitive elements is g. Here g is identified with a subspace
of U(g) in the obvious way. Conversely, given a supercocommutative Hopf algebra E with the
group of group-like elements H and the Lie superalgebra of primitive elements g one can show
that a representation π exists such that E = E(H, g, π). Now assume that g = g0̄ ⊕ g1̄ is a Lie
superalgebra and G0 the connected, simply connected Lie group whose Lie algebra is g0̄. Then
there is a unique representation π on g by Lie superalgebra automorphisms which reduces to
the adjoint representation on g0̄. The smash product E(G0, g, π) is called the simply-connected
Lie–Hopf algebra associated with g and denoted by E(g).

A supermanifold (X,A) is said to be a Lie supergroup if the coalgebra A(X)∗ is a Hopf
algebra. By the above remarks, in this case A(X)∗ is a smash product E(G0, g, π) with X = G0.
In fact, if X is simply connected, it can be shown that A(X)∗ = E(g) for some Lie superalgebra,
called the Lie superalgebra of (X,A).

D.2 Supergroup actions

Assume now that G = (G0, A) is a Lie supergroup and M = (Y,B) another supermanifold. We
will say that G acts on M if there is a map A(G0)∗ ⊗ B(Y )∗ −→ B(Y )∗, u ⊗ w 7→ u · w, which
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satisfies

∆u =
∑
i

u′i ⊗ u′′i , ∆w =
∑
j

w′j ⊗ w′′j =⇒ ∆(u · w) =
∑
i,j

(−1)|u
′′
i ||w′j |u′i · w′j ⊗ u′′i · w′′j .

In this case, the structure algebra B(Y ) is a A(G0)∗-module through

π : A(G0)∗ −→ End(B(Y )), 〈w, π(u)f〉 = (−1)|u||w|〈σ(u) · w, f〉.

The later is called the coaction representation of G. The action of G is fully determined by the
corresponding coaction representation. Bearing in mind that A(G0)∗ = E(g), we see that a Lie
supergroup action can be though of as a pair of representations of the underlying group G0 and
of Lie superalgebra g on the vector space B(Y ), which satisfy a compatibility condition.

Dually, there is a map ϕ : B(Y ) −→ B(Y )⊗A(G0) that makes B(Y ) into a comodule-algebra
of A(G0). This means that ϕ is a morphism of algebras which is compatible with the Hopf
algebra structure of A(G0). For example, ϕ satisfies

(1⊗∆) ◦ ϕ = (ϕ⊗ 1) ◦ ϕ : B(Y ) −→ B(Y )⊗A(G0)⊗A(G0),

along with a number of other compatibility conditions, see, e.g., [56]. Let p be a point in G0,
considered as a morphism p : A(G0) −→ R. Then one can form the map (1 ⊗ p) ◦ ϕ : B(Y ) −→
B(Y ). For obvious reasons, we refer to such compositions with p as evaluations. Running
over all points p, we get a representation of the G0 on B(Y ). This agrees with the coaction
representation π from above. The evaluated action of the bosonic group G0 and the infinitesimal
action of the conformal Lie superalgebra fit together to form a representation of the Lie–Hopf
algebra A(G0)∗ on B(Y ) =M.
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[60] Penedones J., Trevisani E., Yamazaki M., Recursion relations for conformal blocks, J. High Energy Phys.
2016 (2016), no. 9, 070, 50 pages, arXiv:1509.00428.

[61] Poland D., Simmons-Duffin D., Bounds on 4D conformal and superconformal field theories, J. High Energy
Phys. 2011 (2011), no. 5, 017, 47 pages, arXiv:1009.2087.

[62] Polyakov A.M., Non-Hamiltonian approach to conformal quantum field theory, Sov. Phys. JETP 19 (1974),
10–18.

[63] Quella T., Schomerus V., Free fermion resolution of supergroup WZNW models, J. High Energy Phys. 2007
(2007), no. 9, 085, 51 pages, arXiv:0706.0744.

[64] Ramı́rez I.A., Towards general super Casimir equations for 4D N = 1 SCFTs, J. High Energy Phys. 2019
(2019), no. 3, 047, 45 pages, arXiv:1808.05455.

[65] Rattazzi R., Rychkov V.S., Tonni E., Vichi A., Bounding scalar operator dimensions in 4D CFT, J. High
Energy Phys. 2008 (2008), no. 12, 031, 49 pages, arXiv:0807.0004.

[66] Saleur H., Schomerus V., On the SU(2|1) WZNW model and its statistical mechanics applications, Nuclear
Phys. B 775 (2007), 312–340, arXiv:hep-th/0611147.

[67] Scheunert M., Nahm W., Rittenberg V., Irreducible representations of the osp(2, 1) and spl(2, 1) graded Lie
algebras, J. Math. Phys. 18 (1977), 155–162.

[68] Schomerus V., Saleur H., The GL(1|1) WZW-model: from supergeometry to logarithmic CFT, Nuclear
Phys. B 734 (2006), 221–245, arXiv:hep-th/0510032.

[69] Schomerus V., Sobko E., From spinning conformal blocks to matrix Calogero–Sutherland models, J. High
Energy Phys. 2018 (2018), no. 4, 052, 29 pages, arXiv:1711.02022.

[70] Schomerus V., Sobko E., Isachenkov M., Harmony of spinning conformal blocks, J. High Energy Phys. 2017
(2017), no. 3, 085, 23 pages, arXiv:1612.02479.

[71] Simmons-Duffin D., Projectors, shadows, and conformal blocks, J. High Energy Phys. 2014 (2014), no. 4,
146, 36 pages, arXiv:1204.3894.

[72] Stokman J., Reshetikhin N., N -point spherical functions and asymptotic boundary KZB equations,
arXiv:2002.02251.

[73] Tarasov V., Varchenko A., Solutions to the quantized Knizhnik–Zamolodchikov equation and the Bethe-
ansatz, in Group Theoretical Methods in Physics (Toyonaka, 1994), World Sci. Publ., River Edge, NJ, 1995,
473–478, arXiv:hep-th/9411181.

[74] Varchenko A., Tarasov V., Jackson integral representations of solutions of the quantized Knizhnik–
Zamolodchikov equation, St. Petersburg Math. J. 6 (1995), 275–313, arXiv:hep-th/9311040.

https://doi.org/10.1007/JHEP09(2016)070
https://arxiv.org/abs/1509.00428
https://doi.org/10.1007/JHEP05(2011)017
https://doi.org/10.1007/JHEP05(2011)017
https://arxiv.org/abs/1009.2087
https://doi.org/10.1088/1126-6708/2007/09/085
https://arxiv.org/abs/0706.0744
https://doi.org/10.1007/jhep03(2019)047
https://arxiv.org/abs/1808.05455
https://doi.org/10.1088/1126-6708/2008/12/031
https://doi.org/10.1088/1126-6708/2008/12/031
https://arxiv.org/abs/0807.0004
https://doi.org/10.1016/j.nuclphysb.2007.02.031
https://doi.org/10.1016/j.nuclphysb.2007.02.031
https://arxiv.org/abs/hep-th/0611147
https://doi.org/10.1063/1.523149
https://doi.org/10.1016/j.nuclphysb.2005.11.013
https://doi.org/10.1016/j.nuclphysb.2005.11.013
https://arxiv.org/abs/hep-th/0510032
https://doi.org/10.1007/jhep04(2018)052
https://doi.org/10.1007/jhep04(2018)052
https://arxiv.org/abs/1711.02022
https://doi.org/10.1007/JHEP03(2017)085
https://arxiv.org/abs/1612.02479
https://doi.org/10.1007/JHEP04(2014)146
https://arxiv.org/abs/1204.3894
https://arxiv.org/abs/2002.02251
https://arxiv.org/abs/hep-th/9411181
https://arxiv.org/abs/hep-th/9311040

	1 Introduction
	2 Crossing symmetry equations
	3 Lift of correlation functions to the group
	3.1 Weyl inversion
	3.2 Bruhat decomposition
	3.3 From quantum fields to functions on the group
	3.4 Example

	4 Superconformal crossing equations
	4.1 Transformations of Bruhat factors
	4.2 Cartan coordinates and the crossing factor
	4.3 Crossing factors in bosonic theories
	4.4 Example

	5 Casimir equations and their solution
	5.1 Casimir equations and Calogero–Sutherland models
	5.2 Laplacian on type I supergroups
	5.3 Nilpotent perturbation theory
	5.4 Example

	6 Conclusions and outlook
	A Euclidean conformal group
	A.1 Unitary irreducible representations

	B Superconformal algebras of type I
	C Induced and coinduced representations
	D Elements of supergeometry
	D.1 Lie supergroups
	D.2 Supergroup actions

	References

