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Abstract. In this article, we study freeness of hyperplane arrangements. One of the
most investigated arrangement is a graphic arrangement. Stanley proved that a graphic
arrangement is free if and only if the corresponding graph is chordal and Dirac showed that
a graph is chordal if and only if the graph is obtained by “gluing” complete graphs. We
will generalize Dirac’s construction to simple matroids with modular joins introduced by
Ziegler and show that every arrangement whose associated matroid is constructed in the
manner mentioned above is divisionally free. Moreover, we apply the result to arrangements
associated with gain graphs and arrangements over finite fields.
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1 Introduction

A (central) hyperplane arrangement A over a field K is a finite collection of subspaces of codi-
mension 1 in a finite dimensional vector space K¢. A standard reference for arrangements is [17].
Let S denote the polynomial algebra K|zy,..., x|, where (z1,...,2/) is a basis for the dual
space (Ke)*. Let Der(S) denote the module of derivations of S, that is,

Der(S) :={0: S — 5|0 is S-linear and 0(fg) = f0(g) + 0(f)g for any f,g € S}.
The module of logarithmic derivations D(A) is defined by

D(A) :={0 € Der(S) |6(am) € agS for all H € A},
where ag is a linear form such that ker(ay) = H.
Definition 1.1. An arrangement A is called free if D(A) is a free S-module.

Although the definition of free arrangements is algebraic, Terao’s celebrated factorization
theorem [26, Main Theorem| shows a solid relation between algebra, combinatorics, and topology
of arrangements. Terao’s conjecture asserts that the freeness of an arrangement is determined
by its combinatorial property and it is still widely open.

One of typical family of arrangements is graphic arrangements. Let I' = ([n], ET) denote
a simple graph, where [n] := {1,...,n}. Define a graphic arrangement A(I") by

AT) = {{a; — ;= 0} | {i,j} € Er}.

This paper is a contribution to the Special Issue on Primitive Forms and Related Topics in honor of Kyoji
Saito for his 77th birthday. The full collection is available at https://www.emis.de/journals/SIGMA /Saito.html
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A simple graph is chordal if every cycle of length at least 4 has a chord, which is an edge con-
necting nonconsecutive vertices of the cycle. Freeness of graphic arrangements is characterized
in terms of graphs as follows.

Theorem 1.2 (Stanley, see [9, Theorem 3.3] for example). A graphic arrangement A(L) is free
if and only if T if chordal.

A vertex of a simple graph is called simplicial if its neighborhood form a clique.

Theorem 1.3 (Dirac [7, Theorems 1, 2, and 4]). The class of chordal graphs coincides with the
smallest class C of graphs satisfying the following conditions.

(1) The null graph is belongs to C.
(i) Suppose that a simple graph T' has a simplicial vertez v and T'\v € C. Then T € C.

(1i1) Let T' be a simple graph on V- = Vi U Va,. Suppose that the induced subgraph T'[Vy N Vs is
complete (including the null graph) and Er = Epp, U Erpy). If T[V1] € C and T'[V2] € C,
then I' € C.

Note that every complete graph K, belongs to C by the condition (i) and (ii), and the
condition (ii) is unified with the condition (iii) for non-complete graphs. Thus a chordal graph
is constructed by gluing complete graphs.

The purpose of this paper is to generalize the class consisting of chordal graphs in terms of
matroids with conditions described in Theorem 1.3 and associate it with freeness of hyperplane
arrangements. See Oxley [18] for basic terminologies of matroids.

There are some generalizations of chordality for matroids in terms of circuits and chords
(see [20]). These are different from our generalization.

Let L be a geometric lattice. An element X is called modular if

r(X)+r(Y)=r(XAY)+r(XVY) forallV €L,

where r denotes the rank function of L. A flat X of a simple matroid M is called modular if X
is modular in L(M), the lattice of flats of M.

Definition 1.4. A simple matroid M on the ground set F is said to be a modular join if there
exist two proper modular flats £y and Fs of M such that F = Fy U E>. We also say that M
is the modular join over X, denoted M = Px(E\, E2) = Px (M, Ms), where M; := M|E; for
i=1,2 and X = E1 N Es.

Remark 1.5. Ziegler [38] introduced a modular join, which is a special case of a generalized
parallel connection or a strong join investigated by Brylawski [6] and Lindstrém [15]. Our
definition of a modular join is different from Ziegler’s one. However, they are equivalent (see
[38, Propositioin 3.3] and [6, Proposition 5.10]). In addition, note that X is modular in M;, Mo,
and M.

Definition 1.6. A matroid M is called round (or nonsplit) if the ground set is not the union
of two proper flats. A subset S of the ground set of M is round if the restriction M|S is round.

It is well known that the graphic matroid of a simple graph without isolated vertices is round
if and only if the graph is complete (see [5, Theorem 4.2] for example) and that any induced
subgraph isomorphic to a complete graph corresponds to a modular flat of a graphic matroid
(see [18, Proposition 6.9.11 and below] for example). Our generalization of chordal graphs is
defined as follows.

Definition 1.7. Let ME& be the minimal class of simple matroids which satisfies the following
conditions.
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(1) The empty matroid is a member of ME.
(7i) If a simple matroid M has a modular coatom X and M|X € ME, then M € ME.
(7i7) Let M be a modular join of M; and M, over a round flat. If My, My € ME, then M € ME.

We say that a simple matroid in ME is modularly extended.

Comparing the conditions in Theorem 1.3 and Definition 1.7, we can prove that a simple
graphic matroid is modularly extended if and only if the associated graph is chordal.

Recent studies [25] and [29] treat a similar class for signed graphs and their associated ar-
rangements. Moreover, we will study modularly extended matroids associated with gain graphs
in Section 4.

The linear dependence of an arrangement A determines a simple matroid M (A) on itself.
Namely, a subset {Hy,...,H,} C A is defined to be independent if the codimension of the
intersection H; N --- N H, is equal to n. The main theorem of this paper is as follows (see
Definitions 2.12 and 2.13 for the definition of divisional flags and divisional freeness).

Theorem 1.8. Fvery modularly extended matroid has a divisional flag. In particular, if the
linear dependence matroid M (A) on an arrangement A is modularly extended, then A is divi-
sionally free.

A simple matroid is supersolvable if it has a saturated chain consisting of modular flats,
or equivalently it belongs to the minimal class satisfying (i) and (ii) in Definition 1.7. It is
known that supersolvable arrangements are inductively free by [12, Theorem 4.2], and hence
divisionally free by [1, Theorem 1.6]. Clearly, the class ME contains all supersolvable matroids.
Furthermore, we have the following theorem.

Theorem 1.9. The class ME coincides with the minimal class which contains all supersolvable
simple matroids and is closed under taking modular joins over round flats.

A graphic arrangement is supersolvable if and only if the corresponding graph is chordal [24,
Proposition 2.8]. Therefore freeness and supersolvability are equivalent in the class of graphic
arrangements.

As Ziegler [38] mentioned, there exists a modular join of supersolvable matroids which is not
supersolvable. Therefore the class ME is strictly larger than the class of supersolvable matroids.

In order to see an example, let M € ME be a non-supersolvable matroid which is a modular
join M = Px (M, M) of supersolvable matroids M; and Ms. The rank of M is computed by
r(M) = r(My)+r(Msy)—r(X) by Brylawsky [6, Propositioin 5.2]. Since M is not supersolvable,
we have r(M;) < r(M)—2 fori € {1,2} and r(X) > 1. Therefore r(M) < 2r(M) —5 and hence
r(M) > 5. Actually, there exists a non-supersolvable matroid in ME whose rank is exactly 5 as
follows.

Example 1.10. Let A; be an arrangement over R consisting of the following 7 hyperplanes
{ZZO}, {581 :0}7 {1:2 :O}a {Il _Z:O}a {$2 _Z:O}a {331 — X2 :0}7 {.CC1+132 :O}

Then A; is supersolvable with modular coatom {x; = x9 = 0}. Let A3 be an isomorphic copy
of A; and take a modular join of A; and Ay over {z = 0}, that is, an arrangement 4 consisting
of the following 13 hyperplanes

{z =0} {21 =0}, {z2 =0}, {1 — 2 =0}, {w2 — 2 =0}, {21 — 22 =0}, {21 + 22 =0},
{91 =0}, {y2 =0}, {1 =2 =0}, {2 =2 =0}, {y1 —y2 =0}, {y1 +y2 =0}
Then r(A) = 5, M(A) € ME, and by Theorem 1.8, A is divisionally free. Furthermore, one

can deduce that A is not supersolvable by showing that it has no modular flats of rank 4 (or see
Example 4.12).
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The organization of this paper is as follows. In Section 2, we recall basic properties about
simple matroids and geometric lattices, including modularity. In addition, we introduce divi-
sional atoms and study them for modular joins. In Section 3, we give a proof of Theorem 1.8.
Finally, in Section 4, we give applications to arrangements corresponding to gain graphs and
arrangements over finite fields.

2 Preliminaries

2.1 Simple matroids and geometric lattices

In order to avoid confusion, we do not use geometrical terminology such as “point” and “hy-
perplane” for matroids and we call an element of a matroid an atom and a flat of corank 1
of a matroid a coatom. This is lattice theoretic terminology due to the following well-known
theorem.

Theorem 2.1 (see [30, p. 54, Theorem 2] for example). The correspondence between a simple
matroid and its lattice of flats is a bijection between simple matroids and geometric lattices.

Thus any properties about simple matroids are translated into properties of geometric lattices,
and vice versa. For example, the contraction and the restriction of matroids are just intervals
in the lattice of flats as follows.

Proposition 2.2 ([18, Proposition 3.3.8]). Let X be a flat of a matroid M. Then
(1) L(M/X) ~ [X,1] = {F e L(M)| X < F}.
(2) L(M|X) ~[0,X] ={F € L(M)|F <X}

Note that the contraction of a simple matroid is not simple in general. However, we can
associate the simple matroid si(M) with a matroid M and this operation does not affect the
lattice of flats, that is, L(M) ~ L(si(M)).

If A be an arrangement and M (A) the simple matroid on .4, then for any hyperplane H € A,
we have M (A¥) ~ si(M(A)/H), where A denotes the restriction defined by

Al ={KNH|K e A\ {H}}.

Note that the restriction of an arrangement does not correspond to the restriction of a ma-
troid but the simplification of the contraction. The restriction of a matroid corresponds to the
localization of an arrangement.

2.2 Characteristic polynomials
Let L be a geometric lattice. The characteristic polynomial x(L,t) € Z[t] is defined by
XL t) = 3 p(X)rH =,
XeL
where r denotes the rank function of L and u: L — Z denotes the one-variable Mobius function
of L defined recursively by
1 if X =0,

pX) = Z w(Y) otherwise.
Y<X

The characteristic polynomial of M is defined by x(M,t) = x(L(M),t).
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The intersection lattice L(A) of a central arrangement A is defined by

L(A) ::{ N H'BQA}

HeB

with a partial order by reverse inclusion. Note that L(.A4) is a geometric lattice and naturally
isomorphic to L(M(A)). The characteristic polynomial x(A,t) € Z[t] is defined by

XA = Y p(x)em X,
XeL(A)

Since the rank function of L(A) is given by the codimension, x(A,t) = t*~"x(M(A),t), where ¢
is the dimension of the ambient space and r is the rank of L(.A). When ¢ = r we say that A is

essential. It is well known that there exists an essential arrangement A for every arrangement A
such that L(A) = L(Ap) and A is free if and only if Ay is free (see [17] for details).

2.3 Modularity
We excerpt some conditions equivalent to modularity from Brylawski [6].

Proposition 2.3 (Brylawski [6, Theorem 3.3]). Let X be an element of a geometric lattice L.
Then the following conditions are equivalent.

(1) X is modular.

(2) ForY<ZinL, YV(XNZ)=(YVX)ANZ.

(3) ForallY e L, [ X NY, X]~[Y,X VY].

(4) For any atom e £ X, [0,X] ~ [e, X V] and X V e is modular in [e,1].

Theorem 2.4 (Brylawski [6, Theorem 3.11] (the modular short-circuit axiom)). Let M be
a simple matroid on the ground set E and X C E a nonempty subset. Then X is a modular flat

of M if and only if for every circuit C of M and an atom e € C'\ X there exist an atom x € X
and a circuit C' such that e € C' C {z} U (C'\ X).

Theorem 2.5 (Brylawski [6, Corollary 3.4]). A coatom X of a simple matroid on E is modular
if and only if for any distinct two atoms e, e’ € E\ X there exists €’ € X such that {e, e, e"}
forms a circuit.

We give some properties of modularity required in this article.

Proposition 2.6 (Jambu-Papadima [11, Lemmas 1.3 and 1.9]). Let X be a modular coatom
of a simple matroid M on E. Then for any two distinct atoms a,b € E \ X, there exists
unique f(a,b) € X such that a,b, f(a,b) form a circuit. Moreover, for any three distinct atoms
a,b,c € E\ X, the atoms f(a,b), f(a,c), f(b,c) form a circuit.

Proposition 2.7 (Brylawski [6, Proposition 3.5]). Let X be a modular flat of a simple ma-
troid M andY a modular flat of the restriction M|X, then'Y is a modular flat of M.

Proposition 2.8 (Brylawski [6, Proposition 3.6]). Let X and Y be modular flats of a simple
matroid. Then X NY is a modular flat.

Proposition 2.9 (Probert [20, Corollary 4.2.8]). Every modular flat of a round matroid is
round.

Theorem 2.10 (Stanley [23, Theorem 2]). If X is a modular element of a geometric lattice L,
then X([O, X],t) divides x(L,t).
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2.4 Divisionality

The following theorem plays an important role in this article.

Theorem 2.11 (Abe [1, Theorem 1.1 (division theorem)]). An arrangement A is free if there
exists H € A such that A7 is free and X(.AH,t) divides x(A,t).

Theorem 2.11 leads to the concepts of a divisional flag, which is originally defined for ar-
rangements. However, we define it for simple matroids as follows.

Definition 2.12. A divisional flag of a simple matroid M of rank n is a sequence of flats
d=XoCX1C---CXy,=FE
such that r(X;) =i for i € {0,...,n} and x(M/X;41,t) | x(M/X;,t) for i € {0,...,n —1}.

Note that since x(M/X,,t) =1 and x(M/X,—_1,t) =t — 1 in the definition, the conditions
XM/ X, t) | x(M/Xp-1,t) and x(M/Xp—1,t) | x(M/X,,—2,t) are always satisfied.

Definition 2.13. An arrangement called divisionally free if the matroid M (.A) has a divisional
flag.

Note that, by Theorem 2.11, every divisionally free arrangement is free. In order to find
a divisional flag, define a divisional atom as follows.

Definition 2.14. An atom e of a simple matroid M is called divisional if x(M/e,t) divides
X(M,1).

Proposition 2.15. A nonempty simple matroid M has a divisional flag if and only if there
exists a divisional atom e such that si(M/e) has a divisional flag.

Proof. Suppose that M has a divisional flag @ = Xg C X; C --- C X,, = F. Then e .= X3

is a divisional atom and the images of X1, ..., X, under the isomorphism [e, 1] ~ L(si(M/e))
given by Proposition 2.2(1) form a divisional flag of si(M/e). The converse holds by a similar
argument. |

Abe [2, Proposition 5] proved that every supersolvable arrangement is divisionally free by
constructing a divisional flag from a saturated chain of modular flats. The following lemma is
a generalization for simple matroids.

Lemma 2.16. Let M be a simple matroid on the ground set ¥ and X a modular coatom of M.
Then every atom e € E\ X is divisional and si(M/e) ~ M|X. In particular, every supersolvable
matroid has a divisional flag.

Proof. Take an atom e € E\ X, and e is a complement of X, that is, X Ae = 0and XVe = 1. By
Proposition 2.3(3), we have [0, X] ~ [e, 1], which implies M|X = si(M/e). Moreover, by Theo-
rem 2.10, the characteristic polynomial x(M/e,t) = x(si(M/e),t) = x(M|X,t) = x([0, X],t)
divides x(M,t) and hence e is divisional.

When M is supersolvable, si(M/e) is supersolvable. Therefore M has a divisional flag by
induction and Proposition 2.15. |
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2.5 Modular joins

We review some properties of modular joins and will show a relation between modular joins and
divisional atoms.

Proposition 2.17 (see also Ziegler [38, Lemma 3.10]). Let X be a minimal flat of a simple
matroid M such that M is a modular join M = Px(My, M) over X. If My has a modular
coatom, then My has a divisional atom not belonging to X.

Proof. Let Z C E; be a modular coatom of M;, where E; denotes the ground set of M;. By
Lemma 2.16, every element in E \ Z is a divisional atom of M;. Assume that £\ Z C X. Then
ZNX C X and M is a modular join M = Pznx(M|Z, M3) over ZN X, which is a contradiction
to the minimality of X. Hence E1\ Z Z X and every element E; \ (ZUX) is a desired atom. W

Theorem 2.18 (Brylawski [6, Theorem 7.8]). Let M = Px (M, M2) be a modular join. Then
X (M, t) x(Ms, 1)

X(M|X, 1)
The following proposition is essentially due to Brylawski for generalized parallel connections.

However, since we treat the special case of modular joins, we give a proof of the proposition
below.

Proposition 2.19 (Brylawski [6, Theorem 5.11.4]). Let M be a modular join M = Px (M, Ma)
and e an atom of My not belonging to X. Then si(M/e) is isomorphic to a modular join of
si(Mj/e) and My, and
. X(si(My/e), t)x(Mz,1)

x(si(M/e),t) YOMIX, D) :
Proof. Let Fq and E5 be the ground sets of M; and Ms, which are modular flats of M.
Take an atom e € E; \ X. The matroid si(M/e) corresponds the interval [e,1] of L(M)
under the correspondence mentioned in Proposition 2.1. Note that E7 is modular in [6, 1] by
Proposition 2.3(2) and Es V e is modular in [e, i] by Proposition 2.3(4).

The atoms of si(M/e) are identified with the atoms of the interval [e, i]. These atoms
coincide with {eVe'|e’ € E\ {e}}, where E = FE; U E5 denotes the ground set of M. If ¢/ € Fj,
then e V €/ < FEj. Suppose that ¢/ € Fy. Then e Ve < eV Fy. Thus si(M/e) is a modular
join of matroids corresponding to [e, E1] and [e, B2 V e]. The matroid corresponding to [e, E]
is isomorphic to si(Mj/e). By Proposition 2.3(3), [e, B2 V €] ~ [O,Eg]. Hence the matroid
corresponding to [e, Ea V €] is isomorphic to M. Thus si(M/e) is isomorphic to a modular join
of si(M;/e) and My.

By Proposition 2.3(2), E1 A (B2 Ve) = (E1 AN Ez) Ve = X Ve. Using Theorem 2.18 and
Proposition 2.3(3), we have

e = e B0 (e, Ea v el ) _ x(le. B 00x([0. 2. )
x(le, X Ve]),t x ([0, X]),t
XM fe), O)x(Ma, 1)
x(M|X, 1)
Lemma 2.20. Let M be a modular join M = Px (M, Ms). Every divisional atom of My not
belonging to X is a divisional atom of M.

X(M7t) -

Proof. Let e be a divisional atom of M; such that e ¢ X. Then there exists an integer a such

that x(Mj,t) = (t —a)x(si(M7/e),t). Using Proposition 2.19, we have
_ XMy, 1) x (M, t) _ (t—a) x(si(Mi/e), ) x(Ma, 1) _ :
x(ap = Mol ik = (t — a)x(si(M/e), 1)

Thus e is a divisional atom of M. [ |
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3 Proof of main theorems

3.1 Proof of Theorem 1.8

Lemma 3.1. The class ME is closed under taking restrictions to modular flats.

Proof. Let M € ME and X a modular flat of M. We proceed by induction on the rank of M.
The case (M) = 0 is trivial. Hence we suppose that (M) > 1.

First assume that M has a modular coatom Z such that M|Z € ME. If X C Z, then X is
a modular flat of M|Z. By the induction hypothesis, M|X = (M|Z)|X € ME. Assume X Z Z.
Then X V Z = E, the ground set of M. By Proposition 2.8, X N Z is a modular flat of M and
hence M|Z. By the induction hypothesis, M|(X N Z) € ME. Moreover, by the modularity,

r(X)—r(XNZ)=r(XVZ)—r(Z)=r(E)—r(Z)=1.

Therefore X N Z is a modular coatom of M|X and hence M|X € ME.

Next we suppose that M is a modular join M = Py(Ej, E;) over a round flat Y with
M|E; € ME fori=1,2. If X C E; for some i, then M|X = (M|E;)|X € ME by the induction
hypothesis. Otherwise, X; :== X NE; # & is a proper subset of X and M|X; = (M|E;)|X; € ME
by the induction hypothesis for ¢ = 1,2. Since both X; and X, are modular by Proposition 2.8
and X = X; U X, it follows that M|X is a modular join of M|X; and M|Xs. Moreover
X1 N Xy =XnNY is round by Proposition 2.9. Therefore M|X € ME. |

Theorem 3.2. FEvery nonempty simple matroid M € ME has a divisional atom e such that
si(M/e) € ME.

Proof. We will proof the following claims by induction on the rank of M.

(7) If M has a modular coatom, then there exists a divisional atom e such that si(M/e) € ME.

(74) If X is a minimal round flat of M such that M is a modular join M = Px(E1, E2). Then,
for each i = 1,2, there exists a divisional atom e; € E; \ X such that si(M/e;) € ME.

First suppose that r(M) = 1, that is, the ground set of M is a singleton. Then only the
case (i) occurs and the atom of M satisfies the assertion.

Now suppose that (M) > 2. If M has a modular coatom X, then every atom e € E'\ X is
divisional and si(M/e) ~ M|X € ME by Lemmas 2.16 and 3.1. Thus the assertion holds.

Next we suppose that M is a modular join. We assume that X is a minimal round flat of M
such that M = Px (M, M3). Since every modular flat in X is also round by Proposition 2.9,
X is a minimal flat such that M is a modular join over X.

We will show that M has a divisional atom e not belonging to X such that si(M;/e;) € ME.
Note that M is a member of ME by Lemma 3.1. Assume that M; has a modular coatom. Then,
by Proposition 2.17, M; has a divisional atom not belonging to X such that si(M;/e;) € ME.
Hence we may assume that M; has a minimal round flat Y such that M; is a modular join
My = Py(F, F'). Since X is round, we have F' O X or F’ D X. Without loss of generality, we
may assume that F/ O X. By the induction hypothesis, M; has a divisional atom e; € F\'Y
such that si(M;/e;) € ME. Assume that e € X. Then e; € F' and hence e; € FNF' =Y,
which contradicts e; € Y. Thus M; has a divisional atom e; not belonging to X such that
si(Ml/el) e ME.

By Lemma 2.20, e; is a divisional atom of M. Moreover, by Proposition 2.19, si(M/eq) is
isomorphic to a modular join of si(Mj/e;) and My, and hence si(M/e;) € ME. [

Proof of Theorem 1.8. Use Theorem 3.2 and Proposition 2.15. |
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3.2 Proof of Theorem 1.9

Lemma 3.3. Let X be a modular coatom of a simple matroid M on E such that M|X is
a modular join M|X = Py(Fi,F»). Then M is a modular join Py(F|,Fs) or Py(Fi,F}),
where F! is some flat of M such that F; is a modular coatom of M|F! for each i.

Proof. Recall that, for e,e’ € E \ X, f(e,e’) denotes a unique element in X such that
e, €, f(e,e') form a circuit (see Proposition 2.6). Assume that there exist three distinct atoms
a,b,c € E\ X such that f(a,b) € Fy \ Fy and f(a,c) € F» \ Fi. By Proposition 2.6, the
atoms f(a,b), f(a,c), f(b,c) form a circuit. Therefore if f(b,c) € Fi, then f(a,c) € Fi, and if
f(b,c) € Fy, then f(a,b) € Fy. The both cases contradict the assumption. Hence without loss
of generality, we may assume that f(a,b) € Fj for any two distinct two atoms a,b € E'\ X. Let
Fl = (E\ X)UF.

Now we will show that M = Py (FY, F3). Clearly, F{ N F» = Fi N Fy =Y. Hence it is satisfied
to show that the subset F] is a modular flat of M. We will prove it by using Theorem 2.4. Let C
be a circuit of M and take an atom e € C'\ F|. We will construct a desired circuit by induction
onm:=|CN(E\X)|

First, consider the case m = 0. By modularity of Fj, we have an atom x € F; C F| and
a circuit C” such that e € C' C {z} U (C'\ F1) = {a} U (C \ F}), which is a desired circuit.

Second, suppose that m = 1. Let C N (E\ X) = {a}. Since C'\ {a} C X and C is a circuit,
we have a € cly/(X) = X, which is a contradiction. Hence the case m = 1 does not occur.

Finally, assume that m > 2. Let a,b € CN(E\ X) be distinct atoms. By Proposition 2.6, T :=
{a,b, f(a,b)} is a circuit. Using the strong circuit elimination axiom (see [18, Proposition 1.4.12]
for example), we obtain a circuit Cy such that e € C7; C (CUT)\{a} = (C\{a})U{f(a,b)}. Note
that C1\ F] C C\Fy since f(a,b) € Fy. Furthermore, the circuit C satisfies |C1N(E\X)| < m—1.
Therefore, by the induction hypothesis, we have an atom z € F| and a circuit C’ such that
e C' C{z}U(Cy\ F]) C{z}U(C\ F{), which is a desired circuit. Thus Fj is a modular flat
and hence M = Py (F}, F»). Moreover F} is a modular flat of M|F] by Theorem 2.5. [ |

Proof of Theorem 1.9. It suffices to show that every non-supersolvable matroid M € ME is
a modular join M = Py (M, M}) over a round flat Y such that Mj, M) € ME. We proceed
by induction on the rank r(M). If (M) < 2, then M is supersolvable and we have nothing to
prove. Assume that (M) > 3.

We may assume that M has a modular coatom X such that M|X € ME. If M|X is
supersolvable, then so is M, which is a contradiction. Therefore M|X is not supersolvable
and, by induction, there are simple matroids M;, Ms € ME and a round flat Y such that
M|X = Py(Mi,Ms). By Lemma 3.3, M is also a modular join M = Py (M, M}) with
Mi, M) e ME. u

4 Applications

4.1 Arrangements associated with gain graphs

Gain graphs yield two important classes of arrangements. One includes the Weyl arrangements
of type A, B, and D and the other includes the Catalan, Shi, and Linial arrangements. In this
subsection, we study modularly extended matroids associated with gain graphs.

4.1.1 Basic notions
A gain graph is a tuple I' = (Vp, Ep, Lp, Gr), where

e VT is a finite set,
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e L is a subset of Vp,
e (T is a group,

e Er is a finite subset of {(u,v,g) € Vr x Vp x Gr|u # v} divided by the equivalence
relation ~ generated by (u,v,g) ~ (v, u,g_l)

Let {u,v}, denote the equivalence class containing (u,v,g) and hence {u, v}, = {v,u},-1. Ele-
ments of Vp, Er, and Lp are called vertices, edges, and loops of the gain graph I' respectively
and Gr is called the gain group of I'. We quite simplify the notion of gain graphs. See Za-
slavsky [33] for a general treatment. Note that every simple graph can be regarded as a loopless
gain graph over the trivial group.

A cycle of a gain graph I' a loop or a subset of Er consisting of edges

{Ulﬁ 02}917 {’Ug, v3}g27 s {’Um_1, ’Um}gmfw {UWLv 'Ul}gm

with distinct vertices v, ..., vy, (m > 2), where {v1,va}g, # {v2,v1}g, if m = 2. The cycle above
is said to be balanced if g1go - - - g, = 1. Note that whether or not the value equals the identity
is independent of indexing the vertices of the cycle and hence being balanced is well-defined.
Every loop is defined to be unbalanced.

A subset S C Er U Ly is called balanced if every cycle in S is balanced (and hence S has no
loops). The set S is said to be contrabalanced if S has no balanced cycles. Moreover, S is called
balance-closed if

{e € Er\ S| there exists a balanced cycle C such that e € C C SU{e}} = @.

A path on distinct vertices vy, ..., v, (m > 1) is a subset of Ep consisting of edges

{Ulﬁ 02}917 {’Ug, v3}g27 ) {Um—h vm}gmﬂ'

A tight handcuff is the union of two cycles C1 and Cs such that Cy and Cs have just one common
vertex. A loose handcuff is the union of two cycles C7 and (s, and a path P from vy to vy of
positive length such that P and C; meet only at v; and the cycles C7 and Co does not share
vertices. A handcuff is a tight or loose handcuff. A theta is the union of three paths meeting
only at their endvertices.

Suppose that G is a finite group. Let Kg denote the loopless gain graph on the vertex set
[n] ={1,...,n} with gain group G and edges

{{i,7}qg14,5 € [n] with i # j and g € G}

and let KS denote the gain graph K¢ together with all possible loops. Note that both of Kg;
and KOG mean the null graph.

A gain graph is connected if there exists a path between every pair of vertices of the graph.
If a gain graph is disconnected, then it is decomposed into the connected components in a usual
manner. A connected component of a subset S C Fr LI Ly is a connected component of the gain
graph (Vp, SN Ep, SN Ly, Gr).

Let W C Vr. A subgraph induced by W is a gain graph T'[|W] = (W, Epy, W N Lr, Gr),
where Eppy) = {{u, v}y € Er|u,v € W}. An induced subgraph of T is a subgraph induced by
some subset of V. Moreover, I \ v := T'[Vp \ {v}].

4.1.2 Frame matroids and the associated arrangements

Theorem 4.1 (Zaslavsky [34, Theorem 2.1]). Let T" be a gain graph. Then the following condi-
tions define the same matroid on Ep L L.
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(a) A subset of Er U Lp is independent if and only if every connected component of it has no
balanced cycles and at most one unbalanced cycle.

(b) A subset of ErU Lt is a circuit if and only if it is a balanced cycle, a contrabalanced handcuff,
or a contrabalanced theta.

We call the matroid the frame matroid of I', denoted by My (I').

o

The frame matroid My (Kg ) is known as the Dowling geometry Q,(G) introduced by Dow-
ling [8]. When n > 3, the Dowling geometry @, (G) is representable over a field K if and only
if G is isomorphic to a subgroup of K* [8, Theorem 9.

When T is a gain graph on [n| whose gain group G is a subgroup of the multiplicative
group K* of a field K, we may associate I' with an arrangement A, (I") in K" defined by the

following
Ax () = {{@i — gz; = 0} [{i,j}y € Er} U {{a; = 0}|i € Lr}.

Example 4.2. When G = {1} C K*, the arrangement A (T") is the graphic arrangement. Es-
pecially, A (K{gl}) is the braid arrangement, also known as the Weyl arrangement of type A,,_1.

If G = {£1} C R*, then the arrangements 4 (Io(,{Lil}) and Ay (K;{Lil}) are known as the Weyl
arrangements of type B,, and D,. More specifically,

AX(K;{Ll}):{{xi—xj:O}]1§i<j§n},
A (KEY) = ({z 2, =0} 1 <i<j<n}U{{z; =0}|1 <i<n},
A (K = {mi 2, = 0} [1 <i < j <n}.

Theorem 4.3 (Zaslavsky [36, Theorem 2.1(a)]). The linear dependence matroid on Ay (') is
isomorphic to the frame matroid M (T').

Note that if ' is a simple graph, then M, (I") and A« (T") coincide with the graphic matroid
and arrangement. Moreover, recall that the graphic matroids associated with complete graphs
are round. Here we have a generalization for frame matroids.

Proposition 4.4. Suppose that G is a finite group. Then the frame matroids My (KS) and
M (Knc) are round except for My (Ké{ﬂ})'

Proof. First we prove that My (Kg ) is round except for M« (KQ{ﬂ}). Let E be the ground set
of M (Kg) and suppose that £ = Fy U F5.

Now consider the case n = 2. If |G| = 1, then M, (K{) is trivially round. Assume that
|G| > 3. Then we may suppose that |F}| > 2. Since every contrabalanced handcuff is a circuit
by Theorem 4.1(b), we have Fi = E and hence M, (K§') is round.

Suppose that n > 3. Define a relation ~ on the vertex set Kg by u ~ v if u = v or
there exists an edge in F} connecting u and v. Since every balanced triangle is a circuit by
Theorem 4.1(b), the relation ~ is an equivalence relation. Assume that there exist two or more
distinct equivalence classes. Consider the equivalence relation ~ among vertices defined by u =~ v
if u = v or there exists an edge in Fy between u and v. If u % v, then v ~ v since £ = F} U F5.
When u ~ v, take a vertex w such that u % w and v ¢ w. Then u ~ w and v &~ w. Therefore
u =~ v. Namely, all vertices are equivalent under the relation ~. Hence without loss of generality
we may assume that every two distinct vertices are connected by an edge in Fj.

If |G| = 1, then F} = E and hence M, (K§) is round. Therefore we assume |G| > 2. Suppose
there exists a pair of vertices such that there exist two different edges in F; connecting them.
Since a contrabalanced theta and a contrabalanced tight handcuff are circuits by Theorem 4.1(b),



12 S. Tsujie

we have F} = F and M (KQG ) is round. Hence we may assume that there exist no such pairs,
that is, there exists exactly one edge in F} between each pair of vertices.

If |G| > 3, then F, has at least two edges between every pair of vertices, which implies
Fy = E. Therefore M, (KY') is round. Hence we may assume that |G| = 2. Focus on a triangle
in Fy. If the triangle is unbalanced, then there exists another edge in Fj such that it forms
a balanced triangle with two edges in the triangle since every balanced triangle is a circuit.
Therefore F has a pair of vertices such that there exist at least two edges between them, which
contradicts to the assumption of Fj. Therefore the triangle is balanced and hence Fy has an
unbalanced triangle. By the same argument, F5 has a pair of vertices such that there exist at
least two edges between them. This implies that Fo = E. Thus My« (KQG ) is round.

Next, we prove that My (Kg ) is round. Let S be the subset of the ground set £ of M =
M (Kg) corresponding to the subgraph K. Then M|S = My (K{gl}) ~ M(K,+1), which
is round. Every edge {i,j}, of K,? forms a contrabalanced handcuff with the loops attached

to the endvertices ¢ and j. Since a contrabalanced handcuff is a circuit by Theorem 4.1(b), we
have clps(S) = E. The assertion holds by the following proposition. |

Proposition 4.5 (Kung [14, Lemma 4.1}, Probert [20, Lemma 4.2.7]). Let S be a subset of the
ground set of a matroid M. If S is round, then clp/(S) is round.

Example 4.6. The matroids on Weyl arrangements A (K{gl}) of type A,_1 and Ay (f(iﬂ})

of type B,, are round. The matroid on Weyl arrangement A (K,{Lﬂ}) of type Dy, (n > 3) is also
round.

In the case of simple graphs, recall that a subgraph isomorphic to a complete graph corre-
sponds to a modular flat. Here is a generalization for frame matroids.

Proposition 4.7. Let I' be a gain graph with a finite gain group G. Suppose that I' has an
induced subgraph isomorphic to KS. Then the corresponding flat of My (T) is modular.

Proof. Let X denote the corresponding flat. We will prove modularity of X by using Theo-
rem 2.4. Let C be a circuit and take an atom e € C'\ X. Suppose that S is the connected
component of C'\ X containing e. We may assume that C' N X # @&. Then S is an independent
set. By Theorem 4.1(a), S has no balanced cycles and at most one unbalanced cycle. Moreover S
has at least one vertex of the subgraph Kg since C N X # @.

First, assume that S has an unbalanced cycle containing e (including the case e itself is
a loop). Then the unbalanced cycle and the loop z € X of a vertex belonging to both S
and K,,Cf with the path connecting them form a handcuff C’, which is a desired circuit since
ecC'C{z}uSC{z}uU(C\X).

Second, suppose that S has an unbalanced cycle not containing e. If we delete the unbalanced
cycle, then the remaining graph is a forest. Hence we can obtain a path which contains e and
connects the unbalanced cycle and a leaf. The leaf is a vertex of the subgraph Kg since every
circuit has no leaves by Theorem 4.1(b). Then the loop x € X of the leaf and the unbalanced
cycle with the path form a handcuff, which is a desired circuit.

Finally, consider the case S has no unbalanced cycle. In this case, S is a tree. Therefore we
can obtain a path which contains e and connecting leaves of S. This path contains at least 3
vertices since e # X. The endvertices of the path belong to the subgraph K,? . We can choose
x € X between the endvertices such that z and the path form a balanced cycle, which is a desired
circuit and hence we can conclude X is modular. |

Remark 4.8. Contrary to Proposition 4.7, K& (|G| > 2) may yield a non-modular flat. For ex-
ample, see Fig. 1. The edges between the middle and right vertices denote the flat corresponding
to K§. Choose two edges in it and consider the contrabalanced loose handcuff formed with the
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&,

Figure 1. The flat corresponding to K§' is not modular.

loop and the edge between the left and middle vertices, which is a circuit by Theorem 4.1(b).
Using Theorem 2.4, we can conclude that the flat corresponding to K is not modular. In
a similar way, we can construct a frame matroid in which the flat corresponding to K& (n > 3)
is not modular.

Next, we introduce bias-simplicial vertices, which is a generalization of simplicial vertices of
simple graphs.

Definition 4.9. A vertex v in a gain graph I is called bias simplicial if the following conditions
hold.

(i) If {u,v}g, {v,w}y € Er, then {u,w}gy € Er.
(ii) If {u,v}gy,{u, v}, € Er, and g # h, then u € L.
(iii) If {u,v}y € Er and v € Ly, then u € Lr.

Zaslavsky [35, Theorem 2.1] characterized modular coatoms of frame matroids. The following
theorem is an excerpt. (Note that one type of modular coatom is missing in the classification.
See Koban [13, Theorem 2.1] for the complete classification.)

Theorem 4.10 (Zaslavsky [35, Theorem 2.1(1)]). Let I' be a gain graph and v a bias-simplicial
vertex. Then the flat of M« (T') corresponding to the induced subgraph T'\ v is modular.

One can show that the frame matroid My (K,? ) is supersolvable for any finite group G by
Theorem 4.10.

Zaslavsky [35, Theorem 2.2] characterized supersolvability of frame matroids as the minimal
class of gain graphs which satisfies the conditions (i)—(v) in the following theorem and is closed
under taking disjoint unions. We can replace disjoint unions with modular joins for modular
extendedness (condition (vi)).

Theorem 4.11. Let G be a finite subgroup of the multiplicative group of a field K and CS the
manimal class of gain graphs with gain group G which satisfies the following conditions.

(i

) The null graph is a member of CS.
(ii) K¢ € CS.
)

)

(idd) If {1} C G, then K& € G,

(i) If {1} C G, then every connected loopless gain graph I' over {£1} such that the positive
edges form a chordal graph, the negative edges form a star {u,v1}_1,...,{u,v.}_1, and
v1,..., v form a clique consisting of positive edges is a member of CS.

(v) IfT has a bias-simplicial vertex v and T'\ v € CS.
(vi) If there exists a decomposition Vi = Vi U Va such that T[Vi],T[Va] € C$, Epr = Erpy U
Erpy,), and T[Vi N V) ~ KS for some n >0, then T € CS.
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Figure 2. The signed graph < (Dashed line segments denote negative edges).

Then for every T € C$ the corresponding arrangement Ay (') is divisionally free.

Proof. By Propositions 4.4, 4.7, and Theorem 4.10, the frame matroid My (') is modularly
extended. By Theorems 1.8 and 4.3 we can conclude that A (I") is divisionally free. [

Example 4.12. Let < be a signed graph described in Fig. 2, where a signed graph is a gain
graph with gain group {£1}. Let > denote the signed graph > with the loops attached to every

vertex. Then i € Ciﬂ} and the arrangement A, (<) is the arrangement A in Example 1.10,
that is, an arrangement consisting of the following hyperplanes

{z =0}, {z1 =0}, {2 =0}, {1 — 2 =0}, {za — 2 =0}, {x1 — 2 = 0}, {z1 + 22 = 0},
{y1 =0} {2 =0}, {y1 —2 =0}, {y2 —2 =0}, {y1 —y2 =0}, {y1 +y2 =0}.

The signed graph i is not of type (i)—(iv) in Theorem 4.11. Moreover, < has no bias-simplicial
vertex. Therefore A () is not supersolvable but divisionally free.

Remark 4.13. Since Kél},f(,{lil} € Ciﬂ}, the Weyl arrangements of type A,_1 and B, are
divisionally free (actually these are supersolvable).

If n > 4, then Kiil} ¢ Ciﬂ}. Actually the frame matroid M (K{gil}) is not modularly
extended since it is round by Proposition 4.4 and has no modular coatoms by [35, Theorem 2.1]
and [13, Theorem 2.1'].

However, it is well known that every Weyl arrangement is free by Saito [21, 22], including the

Weyl arrangement A (K{gﬂ}) of type D,,, which is also inductively free (see [12, Example 2.6]).
Thus the Weyl arrangement of type D,, (n > 4) is inductively free (and hence divisionally free)
but not modularly extended.

Question 4.14. Does there exist a modularly extended arrangement which is not inductively
free?

4.1.3 Extended lift matroids and associated arrangements

Theorem 4.15 (Zaslavsky [34, Theorem 3.1]). Let I" be a loopless gain graph. Then the following
conditions define the same matroid on Er L {oo}.

(a) A subset of Er U {oo} is independent if and only if has no balanced cycle and contains at
most either co or one unbalanced cycle.

(b) A subset of Er U{oo} is a circuit if and only if it is a balanced cycle, a contrabalanced tight
handcuff, a contrabalanced theta, the union of two vertex-disjoint unbalanced cycles, or the
union of {oo} and an unbalanced cycle.

(c) A subset X € ErlU{oco} is a flat if and only if X satisfies the one of the following conditions.

(i) X # oo and X is balanced and balance-closed.

(17) X 3 00 and X \ {oo} is the union of the edge sets of the induced subgraphs I'|W1], ...,
L[W,], where W1, ..., W, are mutually disjoint subsets of Vp.

We call the matroid the extended lift matroid of ', denoted M, ().
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When T' is a loopless gain graph on [n] whose gain group is a subgroup of the additive
group K+ of a field K, we may associate I' with an arrangement A, (T') in K**! defined by the
following

A(D) = {{z =04} U {{zi — 2j = gz} [{i, i} € Er},

where z,x1,...,2, denote the coordinate of K"*!. This arrangement is the cone over the
affine arrangement consisting of hyperplanes corresponding to edges of I' and the element oo
corresponds to the hyperplane at infinity {z = 0}.

Remark 4.16. Consider gain graphs with gain group Z. For a positive integer a, the arrange-
ments A, (I') with edge sets

Hijlgl1<i<j<n,g€{-a,—a+1...,a}},
H{i,j}gl1<i<ji<n,ge{-a+1,—-a+2,...,a}},
{{ivj}g|1§i<j§nag€{_a+27_a+3>"'7a}}7

are the cones of the extended Catalan, Shi, and Linial arrangements. The cones of the extended
Catalan and Shi arrangements are known to be free [3, 10, 31].

Postnikov and Stanley [19] computed the characteristic polynomials of the deformations of
Weyl arrangement of type A, including these arrangements. Moreover, all roots of the character-
istic polynomial of the extended Linial arrangement have real part (2a—1)n/2 [19, Theorem 9.12].
Combining Terao’s factorization theorem [26], we have that if n = 3, then the cone over the ex-
tended Linial arrangement is not free and thus every cone over the extended Linial arrangement
is not free since it contains the extended Linial arrangement of dimension 3 as a localization
(see, for example [17, Theorem 4.37]).

Recently, Nakashima and the author [16] give explicit formulas for the number of flats of
extended Catalan and Shi arrangements with theory of gain graphs and combinatorial species.

Theorem 4.17 (Zaslavsky [36, Theorem 3.1(a)]). The linear dependence matroid on A4 (T") is
isomorphic to the extended lift matroid M, (T).

Note that if I" is a simple graph, then My (I') and A4 (') are the graphic matroid and
arrangement with an extra element independent from the other elements. Recall again that
a subgraph isomorphic to a complete graph yields a round and modular flat. The following
propositions are generalizations for extended lift matroids.

Proposition 4.18. Suppose that G is a non-trivial finite group. Then the extended lift matroid
My (Kg) s round.

Proof. When n = 1, the assertion is trivial since M (K?) = {oc0}. Hence we suppose that
n > 2 and assume that there exist two proper flats X and Y such that X UY = Er U {oo}.
We may assume that X 3 oo. Then there exist mutually disjoint subset Wy,..., W, of Vp
such that X \ {oo} is the union of the edge sets of the induced subgraphs I'[W1],...,['[W,] by
Theorem 4.15(c). Note that » > 2 since X is a proper flat.

If Y # oo, then Y is balanced by Theorem 4.15(c). However, ¥ must contain all edges
between a vertex in W; and a vertex in Wy, and hence Y is unbalanced since the gain group G
is non-trivial, which is a contradiction.

Now suppose that Y 3 oo. Let Z be the flat consisting of the edges of the subgraph K;{Ll}.
Then we have Z = (X N Z)U (Y N Z). This contradicts the roundness of the graphic matroid
of the complete graph. Hence we can conclude that the assertion holds. |

Proposition 4.19. Let I" be a loopless gain graph with a finite gain group G. Suppose that G
has an induced subgraph isomorphic to KG. Then the corresponding flat of M (T') is modular.
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Proof. Let X denote the corresponding flat and we show X is modular by using Theorem 2.4.
Let C be a circuit and e € C'\ X. We may assume that C N X # &. Then C'\ X Z oo
and it is independent has no balanced cycle and contains at most one unbalanced cycle by
Theorem 4.15(a).

Assume that C'\ X has an unbalanced cycle containing e. Then the unbalanced cycle and oo
form a circuit by Theorem 4.15(b), which is a desired circuit.

Now suppose that there exists no unbalanced cycle containing e. By Theorem 4.15(b), there
exists a cycle in C' containing e. Therefore we can find a path in C'\ X containing e whose
endvertices belong to the subgraph Kg Choose a suitable edge between the endvertices, and
we obtain a balanced cycle, which is a desired circuit. Thus we can conclude that the assertion
holds true. |

We introduce link-simplicial vertices which are another generalization of simplicial vertices
of simple graphs and are fit to loopless gain graphs and extended lift matroids.

Definition 4.20. A vertex v in a loopless gain graph I is called link simplicial if the following
condition holds:

o If {u, v}y, {v,w}y € Er, then {u,w}y, € Er.

Zaslavsky characterized modular coatoms of extended lift matroids. We excerpt from the
theorem.

Theorem 4.21 (Zaslavsky [35, Theorem 3.1]). Let I' be a loopless gain graph and v a link-
simplicial vertex. Then the flat of M4 (I") corresponding to the induced subgraph T\ {v} is
modular.

From this theorem, one can show that the extended lift matroid M (Kf ) is supersolvable
for any finite group G.

Zaslavsky [35, Theorem 3.2] also characterized supersolvability of extended lift matroids as
the minimal class satisfying the conditions (i) and (ii) in the following theorem. We can consider
the additional condition (iii) for modular extendedness.

Theorem 4.22. Let G be a finite subgroup of the additive group of a field K and C_C,_; the minimal
class of loopless gain graphs with gain group G which satisfies the following conditions.
(i) The null graph is a member of CS'.
(i4) IfT has a link-simplicial vertex v and T'\ v € C¥, then T € C§.
(iii) If there exists a decomposition Vi = Vi U Va such that D[V1],T[Va] € C§, Ep = Eppy, U
Erpy, and T[Vi N Vo] ~ KS for some n, then T € CS.

Then for every I € Cf the corresponding arrangement Ay () is divisionally free.

Proof. The extended lift matroid M, (T') is modularly extended by Propositions 4.18, 4.19,
and Theorem 4.21. Using Theorems 1.8 and 4.17, we can conclude that A4 (I") is divisionally
free. |

Example 4.23. Let < be a signed graph described in Fig. 2. Here we regard the gain group {+1}
the additive group of Fo. Then > € CE"’ and the arrangement 4, (<) consists of the following
9 hyperplanes

{z =0}, {z1 + 2 =0}, {z2 + 2 =0}, {z1 + 22 =0}, {z1 + 22 = 2},
{yi +2=0}, {ro +2=0}, {y1 +v2 =0}, {y1 +y2 = z}.

Since > has no link-simplicial vertices, A () is not supersolvable but divisionally free.
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Remark 4.24. Theorem 4.22 requires that the gain group G is finite. Hence we cannot say
anything about the extended Catalan and Shi arrangements, where the gain group is Z, although
they are free.

4.2 Arrangements over finite fields

Free arrangements over finite fields are investigated by Ziegler [37] and Yoshinaga [32]. Recently,
Palezzato and Torielli [28] show relations between freeness of arrangements over Q and freeness
of arrangements over finite fields.

Let A(n, q) denote the hyperplane arrangement consisting of all hyperplanes in n-dimensional
vector space over the finite field F,. The linear dependence matroid of A(n, ¢) is known as the
projective geometry PG(n — 1,¢). Since the lattice L(PG(n —1,q)) is the lattice of subspaces of
the vector space Iy, every flat of PG(n — 1, ¢) is modular. Therefore PG(n —1,¢) and A(n, q)
are supersolvable.

Proposition 4.25. The linear dependence matroid on A(n,q), that is, the projective geometry
PG(n —1,q) is round.

Proof. Assume that the ground set of PG(n — 1, ¢) is written as the union of two flats Fy, Fb.
Let V1 and V5 be the subspaces of IFZ corresponding to the flats F; and F5. Then IF;‘ = Vi UWs.
This yields V4 C Vs or V4 C V4. Thus PG(n — 1, ¢q) is round. [ |

Proposition 4.26 (Oxley [18, Corollary 6.9.6]). Let M be a simple matroid representable
over Fy. Suppose that X is a flat of M such that M|X is isomorphic to the projective geometry
PG(n,q). Then X is modular.

Theorem 4.27. Let F,; be the minimal class consisting of simple matroids representable over I,
satisfying the following conditions.

(i) Every supersolvable matroids over F, belongs to Fy.

(11) Fy is closed under taking modular joins over the projective geometry PG(n,q).

If the linear dependence matroid of an arrangement A over Iy belongs to F,, then A is division-
ally free.

Proof. It follows that F; is a subclass of M& by Propositions 4.25, 4.26, and Theorem 1.9.
Therefore, by Theorem 1.8, every arrangement in F, is divisionally free. |

Example 4.28. Ziegler [38, Example 4.3] constructed a binary matroid which is not super-
solvable but obtained by taking a modular join of supersolvable matroids. We show that the
binary arrangement corresponding to the matroid is divisionally free. The arrangement A is
constructed as follows. Let A; be an arrangement of rank 4 in F3 consisting of the following 11
hyperplanes

{Zl - 0}7 {Z2 = O}a {Zl + 29 = 0}>
{1 =0}, {22 = 0}, {z1 + 22 =0}, {z1 + 21 = 0}, {z2 + 21 = 0},
{1+ 22+ 21 =0}, {21+ 21 + 22 =0}, {x2 + 21 + 22 = 0}.

Then we can prove that
{x1:0}§{xlzmgzo}g{xlzxgzzl:0}§{x1:x2:z1:22:0}

is a saturated chain consisting of modular flats in L(.A;) by Theorem 2.5 and Proposition 2.7.
Therefore A; is supersolvable (see also [27, Corollary 2.17] and [4, Theorem 4.3]). Let A3 be an
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isomorphic copy of A; and A the modular join of A; and Ay over {{z1 = 0}, {22 = 0}, {z1 +22 =

0}}

~ PG(1,2), that is, A consists of the following 19 hyperplanes

{z1 =0}, {22 = 0}, {z1 + 22 = 0},

{z1 =0}, {2 =0}, {z1 + 22 =0}, {z1 + 21 = 0}, {2 + 21 = 0},
{1+ 22+ 21 =0}, {z1 + 21 + 22 = 0}, {2+ 21 + 22 = 0},

{y1 =0}, {y2 = 0}, {y1 + 2 = 0}, {y1 + 21 = 0}, {52 + 21 = 0},
{y1 +y2 + 21 =0}, {y1 + 21 + 22 = 0}, {y2 + 21 + 22 = 0}.

By Theorem 4.27, A is divisionally free. According to Ziegler [38, Example 4.3], A is not
supersolvable.
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