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CLASSIFICATION PROBLEMS FOR SYSTEMS
OF FORMS AND LINEAR MAPPINGS
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V. V. SERGEICHUK

ABSTRACT. A method is proposed that allows the reduction of many classification
problems of linear algebra to the problem of classifying Hermitian forms. Over the
complex, real, and rational fields, classifications are obtained for bilinear forms, pairs
of quadratic forms, isometric operators, and selfadjoint operators.

Bibliography: 30 titles.

Many problems of linear algebra can be formulated as problems of classifying the
representations of a quiver. A quiver is, by definition, a directed graph. A representation
of the quiver

is given (see [1], and also [2] and [3]) by assigning to each vertex a vector space and to
each arrow a linear mapping of the corresponding vector spaces. For example, the quivers
correspond respectively to the classification problem for linear operators (whose solution
is the Frobenius normal form), for pairs of linear mappings from one space to another
(the matrix pencil problem, solved by Kronecker), and for pairs of linear operators (a
classical unsolved problem). The notion of quiver has become central in the theory of
finite-dimensional algebras over a field: the modules over an algebra are in one-to-one
correspondence with the representations of a certain quiver with relations—the Gabriel
quiver of the algbra (see [1] and [4]). The theories of quadratic and Hermitian forms are
well developed (see [5] and [6]).

We study here systems of sesquilinear forms and linear mappings, regarding them as
representations of a partially directed graph (assigning to a vertex a vector space, to
an undirected edge a sesquilinear form, and to a directed edge a linear mapping); and
we show that the problem of classifying such representations, over a division ring Κ of
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characteristic φ 2, reduces to the problems of classifying:

1° Hermitian forms over certain division rings that are extensions of the center of K,
and

2° representations of a certain quiver.
The quiver representations 2° are known in the case of the problems of classifying:
1) sesquilinear forms (see, for example, [7]-[10]),
2) pairs of Hermitian forms ([6], [11]—[15]), and
3) isometric and selfadjoint operators in a space with nondegenerate Hermitian form

([6], [10], [16]-[19]).
We solve problems l)-3) over a field Κ with involution (possibly trivial), and of

characteristic φ 2, up to classification of Hermitian forms over fields that are finite
extensions of K. This yields a classification of bilinear forms and pairs of quadratic
forms over the rationals, since over finite extensions of the rationale classifications have
been established for quadratic and Hermitian forms (see [5] and [6]).

We study systems of forms and linear mappings by associating with them the selfad-
joint representations of a category with involution. For bilinear forms this method was
suggested by Gabriel [7]; for systems of forms and linear mappings, by Roiter [20] (see
also [21] and [22]). Another approach to classification problems is proposed in [6] and
[23], where quadratic and Hermitian forms are studied on objects of an additive category
with involution.

The main results of this paper were previously announced in [24]-[25].

The author wishes to thank A. V. Roiter for his considerable interest and assistance.

§1. Selfadjoint representations of a linear category with involution

In this section we prove what might be called a weak Krull-Schmidt theorem for
selfadjoint representations of a linear category with involution. Vector spaces are assumed
throughout to be right vector spaces.

By a linear category over a field Ρ is meant a category W in which for every pair of
objects u, ν the set of morphisms Hom(tt, v) is a vector space over Ρ and multiplication
of morphisms is bilinear. The set of objects in & will be denoted by Wo, the set of
morphisms by 9J. We define the category R{W) of representations of &, over a division
ring Κ with center P, as follows. A representation is a functor A from the category W
to the category 7P" of finite-dimensional vector spaces over K, having finite dimension
dim(A) = J2ue%b din^Au) < oo and preserving linear combinations: Ααα+βΐ = Aaa +
Apb (α, β £ W\\a,b £ P). A morphism of representations f: A —> Β is a natural
transformation of functors, i.e., a set of linear mappings fu: Au —> Bu (u € WQ) such
that

Suppose now that Κ has an involution α ι-*· a (a — a, a + b — a + b, ab — ba; if Κ is
a field, the involution can be trivial). Following [20], we define an involution on each of
the categories W, Ψ~ and R(&):

1. To each object u s ^ we associate an object u* € ^o, and to each morphism
a: u —• ν a morphism a*: v* —* u* so that it** = u φ u*, a** = α, (αβ)* — β*α*,
(aa)* =a*a{ue%\a,0e%\ae P; note that [20] and [22] allow u* = u).

2. To each space F e f we associate the adjoint space V* e Ψ~ of all semilinear
forms φ: V —* Κ,

<p{x + y) = <p{x) + <p(y), <p(xa) = αφ(χ)

(x,y € V;a € K), and to each linear mapping A: U -+ V the adjoint linear mapping
A*: V* -> U*, where Α*φ = φΑ. We identify V and V*.
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3. To each representation A e R(W) we associate the adjoint representation A0 €
R(W), where A°u = A*u., A°a = A*a. (uE%,aG %Ί); and to each morphism / : A-> Β
the adjoint morphism f°: B° —> A0, where /° = /*. (u € Wo). An isomorphism / : A —>
Β of selfadjoint representations is called a congruence if f° = / - 1 .

In §2 we show that the problems of classifying the systems of sesquilinear forms and
linear mappings over a division ring Κ that satisfy certain relations with coefficients in
the center of Κ can be formulated as problems of classifying selfadjoint representations
up to congruence. For the present we limit ourselves to examples.

EXAMPLE I. % = {u,u*}, &i - 1UP U lu·Ρ U {aP ® a*P), where a,a*: u-^u*. A
selfadjoint representation is given by a pair of adjoint linear mappings A, A*: U —• U*,
assigned to the morphisms a and a*. The representation determines, in a one-to-one
manner, a sesquilinear form A(x, y) = A(y)(x) on the space U; congruent representations
determine equivalent forms.

EXAMPLE 2. Wo = {u,u*}, W^ = 1UPU l u - Ρ U a P , , where a = εα*: u -> u* (0 Φ ε €

Ρ). A selfadjoint representation determines an ε-Hermitian form A(x,y) = eA(y,x).
We show now how to obtain a classification, up to congruence, of the selfadjoint repre-

sentations of a category W, starting with the knowledge of a complete system ind(8') of
nonisomorphic direct-sum-indecomposable representations. To begin with, let us replace
each representation in i n d ^ ) that is isomorphic to a selfadjoint representation by one
that is actually selfadjoint, and denote the set of such by ind o(^). Denote by indi {W) the
set consisting of all representations in ind(^) that are isomorphic to their adjoints (but
not to a selfadjoint), together with one representation from each pair {A, B} C i n d ^ )
such that A is not isomorphic to A0 but is isomorphic to B°.

In addition, we divide the set WQ into two disjoint subsets So and SQ such that each
pair of adjoint objects u, u* has one member in So, the other in SQ.

By the orthogonal sum A ± Β of two selfadjoint representations A and Β we shall
mean the selfadjoint representation obtained from Αφ Β by specifying for each ν £ So
the action of φ + φ € Α* Θ Β* = (Α θ B)v> on α + b € Αν θ Βν = (Α Θ Β)ν as follows:
(ιρ + φ) (a + b) = <p(a) + φ(ύ).

For any representation A we define a selfadjoint representation A+, obtained from
A® A0 by specifying in a similar fashion the action of (A®A°)V* = Αν· θ A* = A*v ®A*V*.
on (A ® A°)v — Av ® A*, (v € So). Taking into account the interchange of summands
in the next to last equality, we have

A°A A+(A? Μ Α+-(° A

j A A°J' Αι-\Α°Ί θ

for all a: u —> v*, 0: u —> ν, η: u* —> ν (u,v 6 So).
For any selfadjoint representation A = A0 and selfadjoint automorphism / = f° of A,

we define a selfadjoint representation A^ and an isomorphism

/: A* - A, ff° = /, (2)

by putting /„ = /„, /„. = 1 (v e So) and Αζ = Av (v € %), As
a = f~1Aafu {a: u -> v).

Now suppose Κ has characteristic φ 2. We show in Lemma 1 that the set R of
noninvertible elements of the endomorphism ring Λ = End(B), Β € indo(^), is the
radical of A. Therefore T{B) = K/R is a division ring with involution (f + R)° = f° + R.
For each element 0 φ a — a0 € T(B) choose a fixed automorphism fa = / ° e α (we can
take fa = §(/ + /°), where / € o), and define Ba = Bia. The set of representations
Ba we shall call the orbit of the representation B. For any Hermitian form <p{x) =

+ • • • + x°rarxr (0 φ a< = a° € T(B)), we put

± ... ± Bar.
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THEOREM 1. Over a division ring Κ of characteristic φ 2, every self adjoint repre-
sentation of a linear category W with involution is congruent to an orthogonal sum

Λ+±···±Α+ I B f ^ i - l B ^ W , (3)

where Ai G indi(£f), Bj G i n d o ( ^ ) , and Bj φ Bj* for j φ j ' . The sum is uniquely

determined by the original representation up to permutation of summands and replace-

ment of Bj3 by Β^• ' , where <p}{x) and 4>j(x) are equivalent Hermitian forms over

the division ring T(Bj).

REMARK. Theorem 1 in fact holds for any ordinary (i.e., nonlinear) category Ψ with
involution, so long as we understand by a representation a functor A: & —* Ψ~ that
has finite dimension dim(A) = ^dim(^4 u ) . The ring Κ can be replaced by any finite-
dimensional quasi-Frobenius algebra F with involution over a field of characteristic φ 2
(a representation assigns to an object a finitely generated module over F). A finite-
dimensional algebra F is quasi-Frobenius if the regular module Fp is injective; over such
an algebra the finitely generated modules Μ and M** can still be identified.

Theorem 1 reduces the classification, up to congruence, of the selfadjoint representa-
tions of the category ψ, assuming known the representations i n d i ^ ) and the orbits of
the representations indo(^), to the classification of Hermitian forms over the division
rings T(B), Β G i n d o ^ ) . If Κ is finite-dimensional over its center Z, then Τ = T(B)
is finite-dimensional over Ζ under the natural imbedding of Ζ in the center of T, and
the involution on Τ extends the involution on Ζ.

Suppose, for example, that Κ is a maximal ordered field; i.e., 1 < (Ka\g: K) < oo,
where ΚΆ\% is the algebraic closure of K. Then its characteristic is 0, ffaig = Κ(\/^Λ),
and Κ has only the trivial involution: the stationary subfield relative to involution must
coincide with Κ (see [26], Chap. VI, §2, nos. 1, 6 and Exercise 22(d)). By the theorem
of Frobenius [27], Τ is equal to Κ, ΚΆ\&, or the algebra Η of quaternions over K. By
the law of inertia [27], if Τ = Κ, or Τ — Kaig with nontrivial involution, or Τ — Η with
the standard involution (taking a quaternion into the conjugate quaternion), then an

Hermitian form over Τ is equivalent to exactly one form of the form x^xi + l· x°xi —
xf+1xi+i - · · · - x°x r. If Τ = Η with nonstandard involution, then every Hermitian
form <p(x) = χ®αχΧι + ••• + x°arxr {a% — α° φ 0) over Τ is equivalent to the form
XjXi + · · · + x®Xr, since a, = b\ = b°bt, where bi G K(ai) for ai φ Κ and bi G Κ(d)
for a,· G K. Here d = d° £ K; the existence of d follows from [27] (Chap. VIII, §11,
Proposition 2); and K(ai) and K{d) are algebraically closed fields with trivial involution.

Suppose if is a finite field. Then Τ is likewise a finite field, over which an Hermitian
form reduces uniquely to the form x^tx\ + x%xi + • • · + x^xr, where t is equal to 1 for
nontrivial involution on T, and t is equal to 1 or a fixed nonsquare for trivial involution
([28], Chap. 1, §8).

Thus, applying Theorem 1, we obtain the following assertion, a special case of which
is the law of inertia for quadratic and Hermitian forms.

THEOREM 2. Let Κ be one of the following division rings of characteristic φ 2.

a) An algebraically closed field with trivial involution, or the algebra of quaternions
over a maximal ordered field with nonstandard involution.

b) An algebraically closed field with nontrivial involution, or the algebra of quaternions
over a maximal ordered field with standard involution.

c) A maximal ordered field.
d) A finite field.
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Then over Κ every selfadjoint reprsentation of a linear category W with involution is
congruent to an orthogonal sum, uniquely determined up to permutation of summands,
of representations of the following form {where A £ indi(^) and Β € indo(^)):

a) A+, B.
b) Α+,Β,Β-1 (- leAut(B)) .
c) A+, Β*, where t = 1 ifT(B) is an algebraically closed field with trivial involution

or an algebra of quaternions with nonstandard involution, and t = ±1 otherwise.
d) A+, Bl, where t is equal to 1 for nontrivial involution on the field T(B), and

is equal to 1 or a fixed nonsquare in T(B) for trivial involution, while for each Β the
orthogonal sum has at most one summand B* with t φ 1.

REMARK 1. A similar assertion can be made for representations over an algebraic
number field K, since over division rings that are finite central extensions of such a K
the classification of Hermitian forms is known (see [6] or [28], Chap. 1, §8).

REMARK 2. It can be shown that over an algebraically closed field of characteristic φ
2, or over a maximal ordered field, a system of tensors of valence > 2 decomposes uniquely,
up to isomorphism of summands, into a direct sum of indecomposable subsystems. For
a system of valence 2 this follows from Theorem 2 (see §2). Over an algebraically closed
field of characteristic 2, on the other hand, even the number of summands depends on
the particular decomposition: the symmetric bilinear forms xiy\ + Z22/2 + 2:32/3 and
Χ1Ϊ/2 + ^2ί/ι + Ζ32/3 are equivalent, but the form xij/2 + £2i/i is indecomposable.

The rest of this section is devoted to the proof of Theorem 1.

LEMMA I. The radical of the endomorphism ring of a direct-sum-indecomposable
representation is a nilpotent ideal and consists of all noninvertible endomorphisms.

PROOF. For every representation B, any endomorphism / of Β satisfies Fitting's
lemma: Β = lm(fd) φ Ker(/d), where d = dim(5), and Im(/) and Ker(/) are the
restrictions of Β to the subspaces Im(/,,) and Ker(fv) (v € Wo).

Suppose Β is direct-sum-indecomposable, and let R be its set of noninvertible en-
domorphisms. Then fd = 0 for all / € R. If Im(/) = lm{fg) (f,g e R), then
Im(/) = Im(fgd) = 0, i.e., / = 0. Consequently, fx • • • fd = 0 and (/x + / 2 ) d = 0
for all fi 6 R, and R is a nilpotent ideal of the endomorphism ring and coincides with
the radical.

LEMMA 2. Let A be a selfadjoint representation of the category &, over a division
ring Κ of characteristic φ 2, that is decomposable into a direct sum but not into an
orthogonal one. Then A is congruent to B+, where Β e in

PROOF. 1°. Let / = ±/° be an endomorphism of A. By Fitting's lemma, A =
Im(/d) -L Ker(/d), d = dim(A). But A is indecomposable into an orthogonal sum.
Therefore / is either invertible or nilpotent.

2°. Since A is direct-sum-decomposable, there exists a nontrivial idempotent e = e° s
End(j4), the projection onto an indecomposable direct summand. From 1° it follows that
ee° is nilpotent. Consider the selfadjoint endomorphism h = p(ee°), where

p{x) = 1 + α,χχ + a2x
2-\ (4)

is an infinite series with coefficients in the prime subfield of Κ such that p{x)2 = 1 - x.
The series exists, since the characteristic φ 2.

Consider the idempotent / = h~xeh. It satisfies

ff° - h-'etfe0^1 = A - ^ l - ee°)e°h-1 = h'^ee0 - ee0)^1 = 0.
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If we take a new e equal to /°, then e°e = 0 and for the new / = h~1eh we find, in
addition to ff° = 0, that

f°f = he°h~2eh = he0(I - ee^eh = he°(l + ee°)eh = 0.

Consequently, f + f° is idempotent. By 1°, / + f° is a trivial idempotent. If / + f° = 0,
then f° = -/ , a contradiction to 1°. Therefore / + /° = 1 and A = D+, where the
representation D = Im(/) is direct-sum-indecomposable (recall that e was the projection
onto an indecomposable direct summand).

The representation D cannot be isomorphic to one that is selfadjoint. Indeed, suppose
<p: D -»· Β = B° is an isomorphism. Then φ Θ {φ0)'1 • D+ -+ B+ and ψ: B+ -* Β ±
S " 1 (—1 6 Aut(5)) are congruences, where

l ) '

This contradicts the assumption that A — D+ is indecomposable into an orthogonal
sum.

Consequently, the representation D is isomorphic either to Β or to B°, where Β €
indi(^). Then D+ is congruent either to B+ or to (B°)+. But (B°)+ is congruent to
B+. Therefore A = D+ is congruent to B+; and the lemma is proved.

REMARK. Over a ring of characteristic 2 the lemma is false, but a weaker version holds:
if A is the representation of the lemma, then 4 ~ B ® B°, where Β is indecomposable.
Indeed, let g = e + e° 4- ee° € End(yl), where e = e2 is the projection onto the direct
summand Β of least dimension X^dim(Bu). If g is noninvertible, it is nilpotent (step
1° in the proof of the lemma) and h — 1 + g is invertible; which implies, since eh =
e + e + ee° + ee° = 0, that e = 0. Therefore g must be invertible, and

A = (e + e° + ee°)A = eA + e°A~B® B°.

LEMMA 3. Let A and Β be two selfadjoint representations f — f° € Aut(A), g =
g° € Aut(B). Then Af ie congruent to B9 if and only if g = h°fh for some isomorphism
h: B->A.

PROOF. Suppose <p: B9 —> A^ is a congruence. Define the isomorphism h —
( /°)~Vs° : Β -+ A, where / and g are the isomorphisms of form (2). Using the re-
lations / = //°, g — gg°, and φ°φ = 1, we find hPfh = g. Conversely, if g = h°fh, then
<p = fthig0)'1: B9 —> A^ is a congruence.

LEMMA 4. Suppose a representation A is selfadjoint and direct-sum-indecomposable.
Then A is congruent to a representation B^, where Β € indoi^) and / = / ° £ Aat(B).

PROOF. By definition of the set indo^) , there exists an isomorphism h: Β —» A,
Β e indoi^). % Lemma 3, Bh°h is congruent to B.

LEMMA 5. Over a division ring Κ of characteristic Φ 2, the representations Β?1 ±
• · · _L Βϊ» and B9i ± • • • ± B9" (B € i nd o ( ^ ) ; Λ = /?, 9i = 9° € Aut(B)) are
congruent if and only if, over the division ring T(B) = End(B)/R, the Hermitian forms
Σί x<i(fi + R)xi and Σί x°(9i + R)xi are equivalent.

PROOF. Obviously, B^ ± • • • ± Bf" = D^, where D = B±---±Bmdf =
diag(/i,..., /„). By Lemma 3, Df is congruent to D9 (g = diag(</i,..., gn)) if and only
if g = h°fh, where h = (Λ<7·), ^ e End(B).
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In particular, if ft e /< + R, then D9 is congruent to Df. Indeed, let h = p(r), where
p(x) is the series (4) and r = diag(rx,... ,rn) , r̂  = /"*(/* - ft) € i? (by Lemma 1 the
matrix r is nilpotent). Then

r°ifi = (1 - * / f Χ)Λ = Λ*, Λ°/Λ = P(r°)/A = //ι2 = /(I - r) = ft

Consequently, all the matrices in the set diag(/i + R,...,fn + R) give congruent
representations. Thus, D9 is congruent to Df if and only if

diag(&i,...,6n) = (c^

where a.i = fi+ R, bi = ft + ii, and c^ = h,, + R; i.e., if and only if the Hermitian forms
Σχ<ίαίχϊ and Υ^χ1^>ίχί a r e equivalent over T(B).

PROOF OF THEOREM I. 1°. If

Mi©---@Mt+±N®---®N

are two homomorphisms of direct sums of indecomposable representations of the cat-
egory W, with Ν nonisomorphic to any of the representations Mi,... ,Mt, then the
endomorphism h — fg is nilpotent. Indeed, / = {fij),g = (<?jfc), and h — (hik), where
fij\ Mj —* N, gjk\ Ν —• Mj, and hik = J23fij9jk'- Ν —• Ν. Since the set R of non-
invertible elements of the ring End(TV) is a nilpotent ideal (Lemma 1), it suffices to
show that fijgjk € R. Suppose that, on the contrary, hjQik is invertible. Then so is
gjkfij (since it is not nilpotent); and therefore fij is an isomorphism, contradicting the
assumption Mj φ Ν.

2°. By Lemmas 2 and 4, every selfadjoint representation is congruent to a represen-
tation A of the form (3). Let

C = C+ ± • • • ± C+ ± D*l{x) ± • • • ± Dfllx) (5)

be a second representation of the same form, and / : A - > C a congruence. Since the
representations A and C are isomorphic, so are their indecomposable direct summands
(the Krull-Schmidt theorem ([29], Chap. I, Theorem (3.6)) for the additive category
R(W)). From this, in view of the isomorphism

A ~

(see (3) and (2)) and the definition of the sets indo^) and indi(8?), we find that m = k
and η — I, and, reindexing if necessary, Ai = Cj, Bj = Dj, B^'^x' ~ B^'^x'.

Write the congruence / : i - » C a s a matrix

3 1/21 hi

where S and Τ are the sums (3) and (5) without the last summand. From /°/ = 1 it
follows that fi2fi2 + 722/22 = 1· Since /°2/i2 is nilpotent (see 1°), we can define the
homomorphism

9 = h2P(f?2fi2)-1: B£»M - BjM*>,
where p(x) is the series (4). Since

) - 1 = 1 and B£»<*> ~ B^\

g is a congruence. By Lemma 5, the Hermitian forms <pn(x) and φη{χ) are equivalent.
A similar argument gives equivalence of each of the forms <Pj(x) and ipj(x) (1 < j < n).
This completes the proof of the theorem.
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§2. Applications to linear algebra

In this section we apply Theorem 1 to some classical classification problems.
Let Ψ be a linear category with involution over a field P. To specify the category W,

it suffices to list:

a) a set So C Wo of objects of the category such that So U SO = Wo, So Π SQ = 0 ,
b) a set Si C Wi of generating morphisms, such that every morphism in the category

is representable is a linear combination of products of morphisms in Si USj U{ l u } u er 0 !
and

c) a set S2 of defining relations for W,

1 • i . . . r\i •, ft • — — ( I

where a, G Ρ and aij G Si U S* U {lu}u€<^0, such that multiplication of morphisms in
W is completely determined by the bilinearity property and the relations Si U S%, where
S£ consists of the adjoints of the relations in 52: Σαίί- " ' aii®i = 0·

Let us agree, further, that the set Si is not to contain any morphisms of the form
a: v* —• u* (u, ν G So)—since these can be replaced by the adjoint morphisms a*: u —> v.

If the sets So and Si are finite, S2 are also be taken to be finite. Such categories,
called finitely generated, can be conveniently presented by graphs in the following two
ways:

1. By a directed graph 5 with the set of vertices So = So U SQ, the set of arrows
Si = Si U S*, and the set of defining relations S2 — S2 U S2. Such a graph is called an
involutive quiver in the category Ψ (see [20]).

2. By a graph S with the set of vertices So, the set of edges Si, and the set of
defining relations S2; morphisms in Si of the form a: u —» υ*, β: u —* v, and 7: u* —*• ν
(u,v € So) and represented, respectively, by edges of the form a: u - ν, β: u —> v, and
7: u <-+ v. Such a graph, with nondirected, directed, and doubly directed edges, we call
a discheme (directed scheme) in the category W (see [21]).

For example:

S:

if

In what follows, a representation of the category Ψ will be specified, not on the whole
set 80 U 8Ί, but on the subset So U Si (being completely determined by its values on the
subset); and we shall speak, correspondingly, not of a representation of the category S?,
but of a representation of the quiver S. Thus, a representation A of the quiver § over a
division ring Κ is a set of finite-dimensional vector spaces Av (v € So) over Κ and linear
mappings Aa: Au —» Av (§1 3 a: u —> v) satisfying the relations S2 (with the a G Si
replaced by the Aa).

A selfadjoint representation is completely determined by its values on the set So U Si,
i.e., by a set of finite-dimensional vector spaces Av (v G So) and linear mappings Aa
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(a 6 Si) of the form Au —> A*v for a : u — v, Au —> Av for a : u —> υ, and Λ* —• Av for
a : it <-> u, satisfying the relations 52 (with α € Si and a* G S{ replaced by Aa and A*a).
Such a set will be called a representation A of the discheme S (see [21]).

A linear mapping A: U —> V* will be identified with the sesquilinear form A: V xU —>
K, A(v,u) = A(u)(v) (their matrices coincide, with the understanding that in the adjoint
space we choose the adjoint basis). Recall that by a sesquilinear form is meant a mapping
A: V χ U -> Κ such that

A(v, iti + w2) =A(v, u\) + A(v, «2), A{v, ua) —A(v, u)a,

A(vi + V2,u) =A(vi,u) + A(v2,u), A{va,u) —aA(v,u).

With this identification, a representation A of a discheme S is a set of vector spaces Av

(v € So), linear mappings, and sesquilinear forms Aa (a € Si) of the form Av χ Au —> Κ
for a: u — v, Au —» Av for a: u —> v, and 4̂* x A^ —> Κ for a: u <-• ν (in other
words, the Aa are doubly covariant, mixed, or doubly contravariant tensors on the spaces
Au and Av). For two representations A and β of a discheme there is also a natural
translation of the notions of congruence f': A —» Β—a set of nonsingular linear mappings
fv: Av —• Bv (v S So) taking the Aa into the Ba (a G Si)—and of orthogonal sum:
{A ± B)x = Ax φ Bx {x e So U Si).

EXAMPLE I. The problems of classifying, up to congruence, the representations over
a division ring Κ of the dischemes

α-ffer*, β = 6β*; (7)

:»< ,β-α*/9*.β-ε/9* ?β~ι..β?-ι..*; (8)

(where ε and <5 are elements of the center of /f, εε = δδ = 1), are the problems of
classifying, respectively:

a) sesquilinear forms over Κ (discheme (6));
b) pairs of forms, one of them ε-Hermitian, the other δ-Hermitian (discheme (7)); and
c) isometric (8) and selfadjoint (9) operators in a space with nondegenerate ε-Hermiti-

an form (an operator A is isometric for a form F(x,y) if F(Ax,Ay) = F(x,y)\ it is
selfadjoint if F(x, Ay) = F(Ax, y)).

EXAMPLE 2. The problem of classifying the representations of a group G by isometries
of a nondegenerate ε-Hermitian form is presented by the discheme (8), with the arrow a
replaced by arrows ai,...,an (these being generators of G), and the relation β = α*/3α
by the relations β = α*βαί (1 < i < η) and the defining relations of G (see [6], Chap. 7,
no. 2.6).
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The rest of the paper has to do with the representations of the dischemes (6)-(9)
over a field Κ of characteristic φ 2 (these, as well as the representations of some other
dischemes, were announced in [24] and [25]). Without loss of generality, we can assume
that ε, δ Ε { —1,1} in the case of trivial involution on K, and ε = δ = 1 in the case
of nontrivial involution (an ε-Hermitian form can be made Hermitian by multiplying by
1 + ε ΐ ί ε ^ - 1 , and by α — α ^ 0 ϊ ί ε = - 1 and the involution is nontrivial).

For any polynomial f(x) = aox
n + aixn~1-\ \-an Ε Κ[χ] we define the polynomials

fv(x) -a~l(anx
n Η h a i x + a 0 ) if an ^ 0,

f(x) = άοχ
η + αχχ

η~γ + • • • + an.

By the adjoint of the matrix A = (ο^) we mean the matrix A* = (aji) (this being the
matrix of the adjoint operator in the adjoint bases). For a Frobenius cell Φ we denote by
ΧΦ(Ζ) and ΡΦ(Χ) the characteristic polynomial and its irreducible divisor; and by Φ, Φ ε ,
and Φ(ε) (ε = ±1;ε = 1 for nontrivial involution) fixed nonsingular matrices satisfying,
respectively, the conditions

a) Φ = Φ*Φ; (10)

b) Φ ε = Φ*,φ ε Φ = ε(Φ ε ΦΓ; (11)

c) Φ ( ε ) = ε Φ ^ = Φ · φ ( ε ) Φ . (12)

Existence conditions and explicit forms for these matrices will be established in §3.
The coefficients of the characteristic polynomial of a Frobenius cell we place in the last
column. The following lemma will be employed in the construction of the set indo(S).

LEMMA 6. If a representation A of a quiver S is isomorphic to one that is self adjoint,
then there exist a self adjoint representation Β and an isomorphism h: A —> Β such that
hv — 1 for all ν Ε So.

PROOF. Let / : A —> C = C° be an isomorphism. Define Β = Β° and a congruence
g: C —> Β as follows:

9u = fu1' 9w = ft, Bu = Au,

BU*=A*U (us So), Ba = gwCag~1 (α: υ->w).

Then h = gf: A —+ Β is the desired isomorphism.
2.1. Classification of sesquilinear forms.

LEMMA 7. Letp(x) = p v (z) be an irreducible polynomial of degree 2r or 2r + l . Then
every stationary element of the field Κ(κ) = K[x]/p(x) with involution /(«)° = /(κ""1)
is uniquely representable in the form ς(κ), where

q(x) = arx~r + • • • + a0 + V arx
r (13)

(do = α,ο,αι,... ,ar Ε Κ), and when deg(p(x)) = 2r the following hold:
1) ar = 0 if the involution on Κ is trivial.
2) ar = ar if the involution on Κ is nontrivial and p(0) φ 1.
3) ar — -ar if the involution on Κ is nontrivial and p(0) = 1.

PROOF. 1°. Suppose deg(p(z)) = 2r + 1 . The elements κ~τ, ...,1,...,κτ are linearly
independent over K. Therefore all elements of the form α-τκ~τ Η \-ατκ

τ are distinct.
They are stationary if and only if a-i = &i (0 < i < r).

2°. Suppose deg(p(z)) — 2r and the involution on Κ is trivial. Then the stationary
elements of the form ατ-\κ~τ+1 + · · • +αο + • · · + a r -i ' < ; r ~ 1 are distinct and form a vector
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space of dimension r over K. But this is the dimension over Κ of the whole stationary
subfield of the field Κ (κ), and therefore the subfield and the vector space coincide.

3°. Suppose deg(p(x)) = 2r and the involution on Κ is nontrivial. The equality
p(x) = p v (x) implies that aa = 1, where a = p(0). Putting δ — 1 + a if α φ — 1, and
δ = a - ά {α φ a & K) \i a = —1, we find that δα = δ. The function π(χ) = δχ~τρ{χ)
has the form

π(χ) = c-Tx~r + · • • + cTx
T (c-% = Ci).

Using the equalities c r = δ and δα = δ, we find that cr φ cr if α φ 1, and cT φ —cr if
a = l.

Let q(x) be a function of the form (13). If q(k) — 0, then q(x) = απ(χ), α — ά €
Κ, and in view of conditions 2) and 3) of the lemma this is possible only if q(x) =
0. Consequently, the stationary elements ς(κ) are distinct and form a vector space of
dimension 2r over the stationary subfield Ko of K. But this is the dimension over Ko of
the whole stationary subfield of Κ (κ). This completes the proof of the lemma.

We define the direct and skew sums of two matrices, as follows:

THEOREM 3. For any sesquilinear form on a finite-dimensional vector space over a
field Κ of characteristic φ 2, there exists a basis in which the matrix of the form is a
direct sum of matrices of the following types:

1) α singular Frobenius cell,

2) Αφ = Φ\Ε, where Φ is a nonsingular Frobenius cell for which Φ does not exist; the
cells Φ and Ε have the same dimension, and

3) Φ?(Φ), where q(x) φ 0 is of the form (13).
Furthermore, the summands are determined to the following extent:
Type 1)—uniquely.
Type 2)—up to replacement of the cell Φ by a cell Φ, where χ * (a;) = Χφ(ΐ).

Type 3)—up to replacement of the whole group of summands φ ^ Φ φ ( Φ ) with the

same cell Φ by the group 0^Φςί(Φ), where the Hermitian forms JZiQi(K)x<ixi and

Σίΐ'ί{κ)χ<ϊχί are equivalent over the field Κ (κ) = Κ[χ]/ρφ(χ) with involution /(κ)° =

/(Ο·
In particular, if Κ is an algebraically closed field with trivial involution, then the

summands of type 3) can be taken equal to Φ. If Κ is an algebraically closed field with
nontrivial involution, or a maximal ordered field, then the summands of type 3) can be
taken equal to ±Φ. In these cases the summands are then uniquely determined by the
sesquilinear form.

PROOF. 1°. We describe ind(5). The discheme (6) corresponds to the quiver

(14)

The representations of this quiver S, as well as morphisms of the representations, will be
specified by pairs of matrices. A representation is a matrix pair (Aa,Aa·) of the same
dimension, with elements in K. A morphism g: {Aa,Aa·) —> ( S Q , 5 Q . ) is a matrix pair
g — [Gv, GV'\ (for morphisms we use square brackets) such that

GV'Aa = BaGv, GV'Aa» = Ba'Gv.
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The adjoint of a representation is given by (Aa,Aa*)° = (Ba,Ba*), where Ba = Aa.
and Ba' = Aa.

As shown by Kronecker (the matrix pencil problem; see [30], Chap. XII), the set ind(S)
consists of the representations

(JVi.JVa), (ΝΪ,ΝΪ), (Φ,Ε), (E,Jn), (16)

where Φ is an arbitrary, and Jn a singular, Frobenius cell of dimension η χ η, and

/I 0 0\ /0 1 0\

Ni=\ · · . · · . , ^ 2 = · · . · · . · (17)

Vo 10/ Vo ο i/
2°. We describe indo(S) and indi(S). By (15), (Φ,£) ~ (Φ,£)° - (£,Φ*) if and

only if Φ is similar to Φ*" 1 ; i.e., if and only if

χφ) = \xE - Φ - 1 ! = | - Φ - 1 ! · x» • {χ'1 - Φ·| = χΙ(χ).

Suppose the representation {Φ,Ε) is isomorphic to a selfadjoint representation. By
Lemma 6, there exists an isomorphism h = [Ε, Η]: (Φ, Ε) —* (A, A*). By (15), A = i/Φ
and A* — H. Then A = Α*Φ, and by (10) we can take

Λ=[£,Φ·] :(Φ,.Ε)-»(Φ,Φ·). (18)

Consequently, the set indo(5) consists of the representations Μφ = (Φ, Φ*). The set
indi(S) consists of the representations (Ni,N2) and (Φ,Ε), where Φ is a Probenius cell
for which Φ does not exist; and for nonsingular Φ the polynomial ΧΦ(Χ) is determined
up to replacement by χΊρ(χ).

3°. We describe the orbits of the representations in indo(S). Let g = [Gi,G2] €
End(Mφ) and h be the isomorphism (18). Then h~lgh = [ G i , ^ * ~ 1 G 2 ^ · ] : (Φ,Ε) ->
(Φ,Ε); i.e., Gi = ^ * " X G 2 ^ * and ΦΩχ — ΟιΦ. Since a matrix that commutes with a
Frobenius cell is a polynomial in this cell, we have

Ο1=/(Φ) (f(x)eK[x}),

G2 = ̂ '/(Φ)^—1 = /(Φ*ΦΦ*-χ) = /(Φ*" 1 ) .

Consequently, the ring End(M<j>) consists of matrix pairs gj = [/(Φ),/(Φ*~1)], f(x) €
-fiT[a:], with involution </° = [/(Φ~1),/(Φ*)]· By Lemma 1, its radical R consists of the
pairs gf for which f(x) € ρΦ(χ)Κ[χ]. Hence the field Τ(ΜΦ) = End(M$)/i? can be
identified with the field Κ (κ) = Κ[ΐ]/ρφ(α;) with involution /(/c)° = /(/c"1).

Under this identification, a stationary element ς(κ) Φ 0 of the field /C(K) (where q(i)
is a function of form (13)) corresponds to the coset in the quotient ring End(M<i>)/.R
that contains the selfadjoint automorphism [ς(Φ),ς(Φ*~1)}. By (2), the representations
Λ/φ ' = (Φβ(Φ), Φ*<7(Φ)) constitute the orbit of the representation Μφ.

4°. We now apply Theorems 1 and 2. Each selfadjoint representation (A, A*) of the
quiver (14) corresponds, in a one-to-one manner, to the representation of the discheme
(6) given by the matrix A. In particular, we see from (1) that the representation (A, B)+

of the quiver corresponds to the representation A\B* of the discheme. From Theorem
1 and items 2° and 3° above, it follows that every representation of the discheme (6) is
congruent to an orthogonal sum of representations of the form Νχ\Ν2,Φ\Ε (where Φ
does not exist), and Φ/(Φ). But the representations Ni\N% and Jn\E are congruent to
a singular Frobenius cell, since

a) S*(Ni\N2*)S = J 2 n-i , where S = (si3-), sa,2c*-i = Sn+/3,2/3 = 1 (1 < a < n, 1 <
β < η - 1), and the remaining Sij are 0; and
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b) S*{Jn\E)S = J2n, where S = (%), a Q i 2 a - s n + a , 2 a - i = 1 (1 < a < n), and the
remaining ŝ - are 0.

This proves the first assertion of Theorem 3 (concerning existence of a basis). The
remaining assertions follow from Theorems 1 and 2.

REMARK. It can be shown that over an algebraically closed field of characteristic 2,
there exists for any bilinear form a basis in which its matrix is a direct sum

(Φι\£) ® · • · θ ( $ r \ £ ) θ Φχ θ · · • Θ * t θ F1 φ · · · θ Fs,

where the Φ; and Φ^ are nonsingular Jordan cells, Φ; φ Φ^ for all i and j , and the F^ are
singular Jordan cells. The direct sum is uniquely determined by the bilinear form up to
permutation of the summands and replacement of the eigenvalue λ in a cell Φ2 by λ" 1 .
The matrix Φ exists if and only if the matrix Φ is of odd dimension with eigenvalue 1.

2.2. Classification of pairs of Hermitian forms.

LEMMA 8. Let Κ be a field with trivial involution, and suppose A = ε A* and ΑΦ =
δ(ΑΦ)* for a nonsingular matrix A and Frobenius cell Φ. Then either ε = 1 or δ = 1. //
ΧΦ(Χ) = xn, then ε = 1 for η odd and δ = 1 for η even.

PROOF. Let A — (a*,-), with dimension η χ n. Since multiplication by a Frobenius
cell moves the columns of this matrix to the left, we have ΑΦ = (a,ij+i) (the elements
α,,η+ι are defined by this equality). The relations A = εΑ* and ΑΦ = δ(ΑΦ)* can then
be written

ai} = εα^, aij+i — <5a>,t+i· (19)

C o n s e q u e n t l y , a ^ = εδα{-ι^+χ — fe6)~lbi+j, w h e r e b2,---,b2n £ K. P u t t i n g i = j

in (19), we find that b2i = 0 if ε φ 1, and 6 2 t+i = 0 if δ Φ 1. Since Α φ 0, this
implies either ε = 1 or δ = 1. If ΧΦ(Χ) = xn, then the formula ΑΦ = (bi+J+i) implies
bn+2 = bn+3 = · • · = 0; and since A = (6i+j) is nonsingular, this means bn+1 φ 0, and
therefore ε = 1 for η odd, δ — 1 for η even.

For any matrices A,B,C,D we define

{Α, Β) θ (C, D) = {A®C,B®D), {A, B)C = {AC, BC).

THEOREM 4. Let F\ and F2 be ε- and δ-Hermitian forms, respectively, in a finite-
dimensional vector space over a field Κ of characteristic φ 2 (ε = ± 1 , «5 = ± 1 , ε > δ,
and ε — δ = 1 for nontrivial involution on Κ). Then there exists a basis in which the
pair (Fi, F2) is given by a direct sum of matrix pairs of the following types:

1) (Ν^εΝΪ,Ν^δΝΪ), where 7VX and N2 are as in (17).

2) (Ε\εΕ,Φ\δΦ"), where Φ is a Frobenius cell, and Φ,§ (see (11)) does not exist if
ε = 1.

3) A{{X} = ^s^^)f^) , where ε = 1, 0 φ f{x) = f(6x) G K[x], and deg(/(z)) <
deg(p,i>(a:)).

4) (J^J£, E\(—E)), where δ = —1, Jn is a singular Frobenius cell of dimension nxn,
and η is odd if ε — 1.
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5)

0

Vo

δ •

1 0

0)

( 0 1\

(20)

where ε = 1,0^α = αΕΚ, and η is even if δ — — 1.
The summands are determined to the following extent:
Type 1)—uniquely.

Type 2)—up to replacement of Φ by Φ, where χ * ( χ ) = ±χφ(εδχ).

Type 3) —up to replacement of the whole group of summands ^ Αφ' with

cell Φ by the group φ ^ Αφ , where the Hermitian forms £ \ /i(w)x°Xi an

are equivalent over the field Κ{ω) = Κ[χ]/ρφ(χ) with involution f(ui)° — f(Su>
Type 4)—uniquely.
Type 5) —up to replacement of the whole group of summands φί Β% with

index η by the group © j B ^ ' , where the Hermitian forms Y^iaiXiXi and J2i
equivalent over K.

the same

ί{ω)χ<?χί

the same

i a r e

PROOF. 1°. We describe ind(5). The discheme (7) corresponds to the quiver

The representation of the quiver S will be specified by pairs of matrices (Αα,Αβ) of the
same dimension (and then Αα· = εΑα and Αρ· = δΑβ). The adjoint representation is
given by (Αα,Αβ)° = (εΑ*α,δΑ*β). The set ind(S) consists of the representations

{NUN2), (Νΐ,Νζ), (Ε,Φ), {Jn,E)

(which we prefer now to the set (16)).
2°. We describe indo(S) and indi(S). It is obvious that (Ε, Φ) ~ (Ε, Φ)° = (εΕ, δΦ*)

if and only if Φ is similar to εδΦ*, i.e., if and only if χ * (a;) = ±χφ(ε<5χ).
Suppose (Ε, Φ) is isomorphic to a selfadjoint representation. By Lemma 6, there

exists an isomorphism h = [E, H): (Ε, Φ) -+ (A, B) = {A, B)°. Then Α- Η, Β = ΗΦ,
A = εΑ*, and Β = δΒ*; i.e., A = εΑ* and ΑΦ = δ(ΑΦ)*. Since ε > δ, we have by
Lemma 8 that ε = 1, and by (11),

h= [Ε,Φ6\: (Ε,Φ) -* (Φ δ ,Φ 6 Φ). (21)
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Similarly, if ( J n , £ ) =* {A,B) = {A,B)°, then Β = SB* and BJn = e{BJn)*; by
Lemma 8, ε = 1, and η is even if δ = — 1. It is easily verified that (Jn,E) ~ Bn, where
Bn = Bl is of the form (20).

Consequently, the set indo(S) is empty if ε = — 1, and consists of the representations
Αφ = (Φί,Φ^Φ) and Bn (where η is even when δ = -1) if ε = 1. The set indi(S)
consists of the following representations:

a)(JV l tJV2).
b) (Ε, Φ), where Φ^ does not exist if ε = 1, and ΧΦ(Ζ) is determined up to replacement

χΦ{εδχ).
c) (Jn, E), where δ = —1, and η is odd if ε = 1.

3°. We describe the orbits of the representations in indo(S). Let g = [G\,G2] G

Εηά(-Αφ), and h be the isomorphism (21). Then h~lgh = [G1^J1G2^s\- (Ε,Φ) ->

{Ε,Φ); i.e., G\ = Φ^"χθ2Φ and Φ(5ι = ΟιΦ. Since Gi commutes with Φ, we have

Gi - /(Φ) (/(x) € /f[i]); and by (11), G2 = Φ ί /(Φ)Φ,- 1 = /(Φ^ΦΦ,"1) = /(«Φ*)·

Consequently, the ring End(.A$>) consists of the matrix pairs gj = [/(Φ),/(έΦ*)],

f{x) € K[x], with involution g°f = [/(ίΦ), /(Φ)*]· Hence the field Τ(ΑΦ) = End(A $)/i?

can be identified with the field Κ (ω) = Κ[χ]/ρφ(χ), with involution /(ω) = /(δω).

The set of representations Αφ' = τ!φ/(Φ), where 0 φ f(x) — f(6x) G K[x] and

deg(/(i)) < d e g ^ ( x ) ) , is the orbit of the representation Αφ.

Similarly, T(Bn) can be identified with the field K, and the set of representations of

the form Bna, where 0 φ α = α G Κ is the orbit of the representation Bn.

4°. From 2°, 3°, (1) and Theorem 1, the proof of Theorem 4 now follows.

2.3. Classification of isometric operators.

THEOREM 5. Let A be an isometric operator in a finite-dimensional vector space
with nondegenerate ε-Hermitian form F over a field Κ of characteristic φ 2. Then there
exists a basis in which the pair (A, F) is given by a direct sum of matrix pairs of the
following types:

1) (Φ (Β Φ*^1, Ε\εΕ), where Φ is a nonsingular Frobenius cell for which Φ (ε) (see 12))
does not exist.

2) A%(x) = (Φ,Φ(ε)<7(Φ)), where q{x) φ 0 is of form (13).
The summands are determined to the following extent:
Type 1)—up to replacement of Φ by Φ, where χψ(ζ) = Χφ(ΐ).

Type 2)—up to replacement of the whole group of summands φίΑφ ' with the same

cell Φ by the group φ , A%, , where the Hermitian forms £ ^ «ft (Ό 1 ? 1 » and Σ Ϊ <?ί W 1 ? 1 »
are equivalent over the field Κ (κ) = Κ[χ]/ρφ(χ) with involution /(re)0 = / ( κ " 1 ) .

PROOF. 1°. We describe ind(S). The discheme (8) corresponds to the quiver

(22)

with relations β = α*βα, β = εβ*, Ίβ = 1υ, βη = 1υ., η*β* = 1υ, and β*η* =
! „ . . The representations of the quiver will be specified by triples of square matrices
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(Αα,Αβ,Αα*) of the same dimension, where Αβ is nonsingular and Αβ = Αα·ΑβΑα (and
then Αβ- = ε~χΑβ, ΑΊ — Αβ1, and ΑΊ* = εΑ^1). The adjoint representation is given
by {A,B,C)° = (C*,eB',A*).

Every representation of the quiver is isomorphic to one of the form (A,E, A~1). The
set ind(S) consists of the representations (Φ,Ε,Φ~1), where Φ is a Frobenius cell.

2°. We describe indo(S) and indi(S). It is obvious that

if and only if Φ is similar to Φ*" 1 , i.e., if and only if χψ(ζ) = Χφ(ζ)·
Suppose (Φ, Ε, Φ^1) is isomorphic to a selfadjoint representation. By Lemma 6, there

exists an isomorphism

h = [E,H]: {Φ,Ε,φ-1) -> {Α,Β = εΒ*,Α*).

Then Α = Φ,Β = Η, Α*Η = ΗΦ'1, and Β = εΒ*; i.e., Α = Φ and Β = εΒ* = Φ*ΒΦ.
By (12), h= [Ε,Φ(ε}}: (Φ,^,Φ" 1 ) - (Φ,Φ(ε),Φ*).

Consequently, the set indo(S) consists of the representations Αφ = (Φ,Φ(ε),Φ*). The
set indi(S) consists of the representations (Φ,Ε,Φ~1) where Φ is a Frobenius cell for
which Φ(ε) does not exist; and ΧΦ(Χ) is determined up to replacement by Χφ(χ).

3°. We describe the orbits of the representations in indo(S). Let g = [Gi,G2] S
Εηά{Αφ). Then Φ£ι = G ^ ^ ( e ) G i = σ 2 Φ( ε ) ) and Φ*ϋ2 = ΰ2Φ*. Since Gj commutes
with the Frobenius cell, we have

(f(x)eK[x}), and G2 = Φ

Consequently, the algebra Εηά(Αφ) consists of the matrix pairs [/(Φ),/(Φ*~1)],/(χ) €
K[x], with involution [/(Φ),/(Φ*-1)]0 = [/(Φ"1), /(Φ)*]. The field Τ{ΑΦ) can be iden-
tified with the field Κ(κ) — Κ[χ]/ρφ(χ) with involution /(/c)° = /(κ" 1 ) . Let ς(κ) (where
q(x) φ 0 is of the form (13)) be a stationary element of this field. The representations
A% — (Φ,Φ(ε)(?(Φ),Φ*) constitute the orbit of the representation Αφ.

4°. From 2°, 3°, (1), and Theorem 1, the proof of Theorem 5 now follows.
2.4. Classification of selfadjoint operators.

THEOREM 6. Let A be a selfadjoint operator in a finite-dimensional vector space
with nondegenerate ε-Hermitian form F over a field Κ of characteristic φ 2 (ε = ± 1 ;
ε = 1 for nontrivial involution on K). Then there exists a basis in which the pair (A, F)
is given by a direct sum of matrix pairs of the following types:

1) (Φ®Φ*,Ε\εΕ), where Φ is a Frobenius cell for which Φχ (see (11)) does not exist
ife= 1.

2) Ai{x) = (Φ,ΦΧ/(Φ)), where ε = 1, 0 φ f{x) = f(x) € K[x], and deg(/(z)) <

The summands are determined to the following extent:
Type 1)—up to replacement of Φ by Φ, where χ* (ζ) = ΧΦ(Χ).

Type 2) —up to replacement of the whole group of summands 0 i Αφ'
(χ) with the same

cell Φ by the group 0 i Αφ

ί(·χ', where the Hermitian forms J2i fi(u)x°Zi and Z)i 9ί{ω)χ<ϊχί
are equivalent over the field Κ(ω) — Κ[χ]/ρφ(χ) with involution /(ω)° = /(ω).

PROOF. 1°. We describe ind(5). The discheme (9) corresponds to a quiver (22) with
the relations βα - α*β, β = εβ*, ηβ = ίυ, βη = 1ν·, η*β* = 1υ, and β*η* = 1ν·. The
representations of the quiver will be specified by triples of square matrices (Aa, Αβ, Αα-)
of the same dimension, where Αβ is nonsingular and ΑβΑα = ΑαΆβ. The adjoint
representation is given by (A, B,C)° = (C*,εΒ*,Α*).
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Every representation of the quiver is isomorphic to one of the form (A, E, A). The set
ind(S) consists of the representations (Φ,Ε,Φ), where Φ is a Frobenius cell.

2°. We describe indo(S) and indi(S). It is obvious that (Φ,£,Φ) ^ {Φ,Ε,Φ)0 =
(Φ*,εΕ,Φ*) if and only if Φ is similar to Φ*, i.e., if and only if χ<α(χ) = ΧΦ(Χ)-

Suppose (Φ,Ε,Φ) is isomorphic to a selfadjoint representation. By Lemma 6, there
exists an isomorphism h = [E,H\: {Φ,Ε,Φ) -* Α,Β = εΒ*,Α*). Then A = Φ, Β = Η,
Α*Η = ΗΦ, and Β = εΒ*; i.e., Β = εΒ*, and ΒΦ = Φ*Β = ε(ΒΦ)*. By Lemma 8,
ε = 1, and we can take Β — Φχ (see (11)).

Consequently, the set indo(S) is empty if ε = — 1, and consists of the representations
Αφ = (Φ,Φ^Φ) if ε = 1. The set indi(S) consists of the representations (Φ,Ε,Φ),
where Φ is a Frobenius cell, Φι does not exist if ε = 1, and ΧΦ(Χ) is determined up to
replacement by ΧΦ(Χ).

3°. We describe the orbits of the representations is indo(S)· Let g = [G1;G2] €
End(Aj>). Then Φΰχ = ΰχΦ, Φχϋχ = Ο2Φι, and Φ*β 2 = ϋ2Φ*• Since d commutes
with the Frobenius cell, we have

(f(x)eK[x]), ο 2 = Φ1/(Φ)ΦΓ1 = /(ΦιΦΦΓ1 = /(**)•

Consequently, the algebra End(A$) consists of the matrix pairs [/(Φ),/(Φ*)], f(x) s
K[x], with involution [/(Φ), /(Φ*)]° = [/(Φ),/(Φ)*]. The field Τ(ΑΦ) can be identified
with the field Κ (ω) = Κ[χ]/ρφ(χ) with involution /(ω)° = /(ω). The set of representa-
tions Λ£ ( ω ) = (Φ,Φι/(Φ)), where 0 φ f(x) = f(x) G K[x] and deg(/(i)) < deg(p$(i)),
is the orbit of the representation ΑΦ.

4°. From 2°, 3°, (1), and Theorem 1, the proof of Theorem 6 now follows.

§3. The matrices Φ, Φε, and Φ(ε)

In this section we obtain the existence conditions and forms for the matrices Φ, Φ ε,
and Φ(ε) over a field Κ of characteristic ψ 2 (see (10)~(12)); ε = ±1, and ε = 1 for
nontrivial involution on K.

In the case of nontrivial involution on K, we choose a fixed nonzero element

jfc = -k φ 0; (23)

we can take k = a - α, α φ a G K.

By Φ we denote a Frobenius cell of dimension η χ n, and by

χ(χ) = p ( x ) s = a o x n + α ϊ * " " 1 + ·•• + <*„, (24)

μ(χ) = p ( x ) s ~ l = βοχ* + βιχ*-1 + ·•· + /?* (25)

(«ο = βο = 1) we denote the characteristic polynomial of Φ and its maximal divisor.
Let f(x) = ηοχ™ + ηχχ"1^1 + • • • + qm e K[x]. A sequence (aq,aq+1,... ,ar) of

elements of Κ will be called f-recurrent if

7oO(+m + liai+m-i -i h 7ma( = 0

(q < I < r — m); the sequence is completely determined, assuming 70 Φ Ο φ 7 m , by any
fragment of length m. The sequence will be called strictly χ-recurrent if it is χ-recurrent
but not μ-recurrent (see (24) and (25)).

LEMMA 9. The following two conditions on a matrix A are equivalent
a) A — Φ* ΑΦ, and A is nonsingular.
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b) A = (oj-i), where the sequence (αχ_η,... ,αη_ι) is strictly χ-recurrent, with
χ(ζ) = χν(ζ).

PROOF, a) => b). Suppose the matrix .4 = (dj) satisfies condition a). Then
ΑΦ~1Α~1 = Φ*, and

X(x) = \xE - Φ * - 1 | = | - Φ*" 1 ! · xn • \x-*E -Φ*\= χ ν ( ζ ) .

Since Φ*ΑΦ = Φ*(αί^+ι) = (α,+ι^+ι) (the elements at',n+i a n d fln+ij a r e defined by
this equality), we have α,-j = aj+ι^+ι, so that the matrix elements depend only on
the difference of the indices; i.e., A = (a?-*). That the sequence (αι_ η , . . . ,a n -i) is
χ-recurrent follows from the equality ΑΦ = (oy_,+i). Furthermore, the recurrence is
strict; otherwise, we should have (0,..., 0, βο,.. •, βΐ)Α — 0 (see (25)), contradicting the
assumption that A is nonsingular.

b) => a). Suppose b) is satisfied. Then ΦΜΦ = Φ*(α,·_<+ι) = (aj-i) = A. We
show now that A is nonsingular. Suppose that, on the contrary, its rows υ Φ η - 1 ,
νΦη~2,... ,ν = (αι_ η , . . . ,αο), are linearly dependent. Then υ/(Φ) = 0 for some
polynomial /(x) 7̂  0 of degree less than n. Since ι>χ(Φ) = 0, we have υρ(Φ)τ = 0,
where p{x)r is the greatest common divisor of the polynomials f(x) and x(x). But then
«Φ'μ(Φ) = (0,..., 0, βο,..., /?t, 0,..., 0)Λ = 0 (0 < i < η - t; see (25)); and therefore
the sequence (αχ_η,..., αη_ι) is μ-recurrent, contradicting condition b).

THEOREM 7. Existence conditions for the η xn matrix Φ are:
(Α1)χ(ζ) = χν(ζ).

(A2) p(x) φ χ + (—l)n 1 in the case of trivial involution.
With these conditions satisfied, we can take

Φ = (aj-i),

where the sequence (αχ_η,... ,αη_ι) is χ-recurrent and is defined by the fragment

( a _ m , . . . , a m _ i ) = (ά,0,. ..,Ο,α) (26)

of length either η or η + 1, in which
a) a = 1 z/n = 2m, except for the case p(x) = x + a, an~l — —1;
b) α = fc (see (23)) t/n = 2m, p(i) = x + a, a " " 1 = - 1 , and also if η = 2m - 1,

p(x) = x + l;
c) a = χ(—1) if η = 2m — 1, p(i) / x + 1.

PROOF. 1°. If the matrix A = Φ exists, then conditions (Al) and (A2) must be
satisfied. Indeed, in view of the relations

A = Α*Φ = ΦΜΦ

(see (10)) and Lemma 9, condition (Al) is satisfied, and the elements of the matrix
(aj-i) = A = Α*Φ = (ai-j-i) form a strictly χ-recurrent sequence

(αι_ η , . . . ,αη_ι) = (a n_ 2,. . .,ao,ao,.. .,an-i)· (2 7)

This sequence is completely determined by the fragment

(a m _i, . . . ,a o ,ao, . . . ,am_i) (28)

of length 2m, equal either to η or to η + 1.
Now suppose condition (A2) is not satisfied; i.e., that the involution is trivial and

p(x) = x + (-1)"""1. Then the vector (28) is μ(χ) = (χ + (-^"-^""^recurrent. For
η = 2m this is obvious; and for η = 2m — 1 it follows from the property
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of the binomial coefficients c^ and /% (see (24) and (25)), since

2[/30am_1 + /?iam_2 Η l· /?n_ 2am_ 3 + /?n_iam_2]

= {β0 + 0)am_i + {βι + /?n_i)am_2 + (/?2 + /?η-2)α™-3

+ · · • + (/?„_! + /?i)om_2 + (0 + A))am-i

= a o a m -i +aiam-2 Η h Q n a m - i = 0 (29)

in view of the χ-recurrence of (28). But then its μ-recurrent extension coincides with
(27), contradicting the strict χ-recurrence of (27).

2°. If conditions (Al) and (A2) are satisfied, then the matrix Φ exists. Indeed, let us
verify that the vector (26) is strictly χ-recurrent.

1) Suppose η = 2m. Since (26) is of length n, it suffices to verify that it is not μ-
recurrent. If deg^(z)) < η - 1 , this is obvious. If deg(/i(z)) = η - 1 , then the polynomial
μ(χ) is of the form (x + a ) " " 1 , and therefore a + βη-ιά — a + αη~1ά φ 0.

2) Suppose η = 2m - 1. Since (26) is of length η + 1, it suffices to verify that it is
χ-recurrent, i.e., that a + ana — 0 (see (24)). Condition (Al) implies that an = a" 1 ,
and so, since χ ν ( ζ ) = ά~1χηχ(χ^1), that χ(—1) = —αηχ(—1). If χ(—1) = 0, then
χ{χ) = {χ+1)η, k + ank = 0.

Thus, the vector (26) is strictly χ-recurrent, and its χ-recurrent extension has, in view
of (Al), the form (27). Consequently, A = (oj- t) = Α*Φ. By Lemma 9, the matrix A is
nonsingular, and it can be taken to be Φ.

THEOREM 8. Existence conditions for the η χ η matrix Φε are:

(Β1)χ(χ)=εηχ(εχ).

(B2) χ ( ζ ) £ { ζ 2 , χ 4 , ζ 6 , . . . } if ε = - 1 .

With these conditions satisfied, we can take Φε — (ειατ+]), where ( α 2 , ο 3 , . . . ,α 2 η ) is
a χ-recurrent sequence defined by the fragment

a) (a 2 , . . . , a n + i ) = (1,0,..., 0) if Φ is nonsingular;
b) (a 2 , . . . , a n + i ) = (0,.. ., 0,1) if Φ is singular.

PROOF. 1°. Suppose Φε exists. Then Φ = Φ~1(εΦ*)Φε (see (11)), and this gives
condition (Bl): χ(χ) — \xE - εΦ*\ = εηχ{εχ). Condition (B2) follows from (11) and
Lemma 8.

2°. Suppose conditions (Bl) and (B2) are satisfied. The matrix Φε = (ela<+J·) defined
in the statement of Theorem 8 is nonsingular. Let us verify that it satisfies (11).

If Φ is singular, this is obvious.

Suppose Φ is nonsingular. Then the χ-recurrence of the sequence ( α 2 , α 3 , . . . ,a 2 n )
implies that ΦεΦ = (ειαι+^+ι); and so relations (11) can be written in the form

i.e.,
a t = ε* at, 2 < i < 2 n . (30)

We argue now by induction. Relation (30) certainly holds for t < η + 1 (see a) and b) in
the statement of the theorem). Assuming it holds for t < η + I (I > 2), we must verify
it for t = η + I. And indeed, using the χ-recurrence of the sequence (a 2 , . . . , a 2 n ) and
equalities (24) and (Bl), we find that

- εαιε
η+ι~1αη+1-ι εηάηε

ιάι = ε η + ' α η + ί .
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THEOREM 9. Existence conditions for the η χ η matrix

(C2) // the involution on Κ is trivial and ε = (-1)™, then deg(p(x)) > 1 (see (24)).
With these conditions satisfied, we can take Φ(ε) = (α,·_ί), where (o i_ n , . . . ,o n_i) is

the χ-recurrent sequence defined by the fragment ν = ( a _ m , . . . , a m ) , of length either η
or η + 1, equal to

a) (εάη - 1,0,..., Ο, α η - ε) ifn = 2m,an^e {see (24));
b) (αχ, —1,0,... ,0, - 1 , αϊ) (ν = (αϊ, -2, αϊ) for η = 2) if η = 2m, ε = 1, and the

involution on Κ is trivial;
c) (—k, 0,..., 0, k) (see (23)) if η = 2m, an = 1, and the involution is nontrivial, and

also if η = 2m + 1, p(x) = χ + a, Q " " 1 = —1;
d) (ε,Ο,... ,0,1) if η — 2m + 1, in any other case besides p(x) = χ + α, α " " 1 = —1.

PROOF. 1°. If the matrix A = Φ(ε) exists, then conditions (Cl) and (C2) are satisfied.
Indeed, in view of the relations (12) and Lemma 9, condition (Cl) is satisfied, and the
elements of the matrix A = (a,j-i) = ε A* form a strictly χ-recurrent sequence

(a i-n, · · . ,α η _ι) = (εα η _ι, . . . ,εα0 = a 0 , . . . ,a n - i ) · (31)

Suppose condition (C2) is not satisfied. By (Cl), p(x) — py(x) = χ ± 1 , and the
fragment (εα™,... , a m ) , of length either η or η + 1, of the vector (31) is μ-recurrent.
This is obvious if η = 2m + 1, since ε = — 1; and if η = 2m, it follows from (29) as
applied to the fragment (replace m in (29) by m + 1). But then the vector (31) is also
/i-recurrent, and we have a contradiction.

2°. If conditions (Cl) and (C2) are satisfied, then Φ(ε) exists. To show this, let us ver-
ify that the vector ν of Theorem 9 is strictly χ-recurrent and of the form (eam,..., εάο =
α 0 , . ·. ,am).

1) The vector to a) is χ-recurrent, since its length is η + 1 and, by (Cl), αηάη = 1.
2) The vector in b) is χ-recurrent, since for trivial involution conditions (Cl) and (C2)

imply χ(1) = α~χχ(1) φ 0, an = 1, αη-ι = αι. The vector is not μ-recurrent, since
t < η - 2 (by (25) and (C2)) and pt = 1 (by the equality p(x) = py(x) and (C2)).

3) If η = 2m + 1, p(x) = χ + a, and a"~x = —1 (see c)), then the involution is
nontrivial: otherwise p(x) = pv(x) — χ ± 1, contradicting the equality Q " " 1 = —1.

4) The vector in d) is not μ-recurrent, in view of (C2).
Now let (31) be the χ-recurrent extension of the vector v. Then the matrix A = (a,j-i)

is equal to eA*, and by Lemma 9 it can be taken for Φ(ε).
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