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Abstract. We generalize N.Privault’s interpretation of Poisson space over R as

the space of sequences with exponential product measure. The proposed model of

Poisson spaces enables to reformulate the recent results in analysis and geometry in
Poisson spaces in the classical framework of infinite dimensional analysis with respect

to product measure.

1.Introduction

The well-known result of theory of stochastic processes states that the inter-
jumping times of a homogeneous Poisson process form a sequence of independent
random variables having identical exponential distribution (see, e.g., [9]). This fact
enables to connect a Poisson space over the right semiaxis with an infinite dimen-
sional space equipped with an exponential product measure and apply methods
of the classical infinite dimensional analysis (IDA) in Poisson stochastic analysis
(see [13]).

The recent progress in analysis and differential geometry on Poisson spaces
(see [1] and references therein) makes the interpretation of Poisson analysis and
geometry in the framework of classical IDA particularly interesting. To obtain
such an interpretation we introduce an exponential model of Poisson space ΓR over
R, as a space X with exponential product measure and corresponding mapping
T : ΓR 7−→ X. Using it we obtain new differential operators in Poisson spaces as
well as new results on quasiinvariance of the exponential product measures with re-
spect to some group of transformations connected with the famous diffeomorphisms
group (see [4], [1] and references therein).

The paper is organized as follows. In Sections 2, 3 we recall basic notions of
Poisson analysis and classical IDA respectively. The exponential model of Poisson
space is introduced and discussed in Section 4. In Section 5 we apply this model
to construct some new riggings of Poisson space in terms of spaces of test and
generalized functions. The quasiinvariance of the exponential product measures is
investigated in Section 6. The connections between differential operators of IDA
and Poisson analysis are considered in Section 7. The analogue of the exponential
model for compound Poisson space is introduced in the final Section 8.
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2. Poisson measure on configuration space.

The configuration space ΓR ≡ Γ over R is defined as the set of all locally finite
subsets (configurations) in R

Γ = {γ ⊂ R | |γ ∩K| <∞ for any K ∈ Bc (R)} .

Here |A| denotes the cardinality of the set A, Bc (R) is the system of all Borel sets
in R, which have compact closures.

Let K ∈ Bc (R) , n ∈ Z+. The set

(2.1) C (K;n) := {γ ∈ Γ | |γ ∩K| = n}

is called a cylinder set. It is clear, that for any nonempty K ∈ Bc (R),

Γ =
∞⋃
n=0

C (K;n) ,

where C (K;n1) ∩ C (K;n2) = ∅, n1 6= n2. We denote by Cσ (Γ) the σ-algebra,
generated by the collection of all cylinder sets {C (K;n) | K ∈ Bc (R) , n ∈ Z+}.

In order to obtain another description of the measurable space (Γ, Cσ (Γ)) con-
sider a one-to-one correspondence between Γ and the setMp (R) of all non-negative
integer-valued Radon measures on R,

(2.2) Γ 3 γ 7−→ γ (·) :=
∑
x∈γ

εx (·) ∈Mp (R) ⊂M (R) ,

where εx (·) denotes Dirac measure at the point x, M (R) — the set of all non-
negative Radon measures on (R,B (R)),

∑
x∈∅ εx (·) := zero measure. The space

Mp (R) is endowed with the relative topology as a subset ofM (R) with the vague
topology, i.e. the weakest topology on Mp (R) such that the maps

(2.3) Mp (R) 3 γ (·) 7−→ 〈f, γ〉 :=
∫

R
f (x) γ (dx) =

∑
x∈γ

f (x)

are continuous for any f ∈ C0 (R) (the space of the continuous functions with
compact support).

Using correspondence (2.2) one can endow Γ with topology and construct the
corresponding Borel σ-algebra B (Γ). It follows from (2.1) and (2.3) that

C (K;n) = {γ ∈ Γ | 〈1K , γ〉 = n} ,

there 1K stands for the indicator of the set K. This equality yields that any
cylinder set belongs to B (Γ), so Cσ (Γ) ⊂ B (Γ). Moreover, the Borel σ-algebra
B (Γ) coincides with Cσ (Γ) (see, e.g., [8,12]).

We recall two equivalent definitions of Poisson measure on a configuration space.
In the sequel, σ denotes a non-atomic infinite Radon measure on (R,B (R)); it is
taken to be the intensity measure of the Poisson measure πσ on (Γ,B (Γ)).
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1. Values of πσ on cylinder sets are defined by

(2.4) πσ (C (K;n)) :=
(σ (K))n

n!
e−σ(K), K ∈ Bc (R) , n ∈ Z+.

Then one can apply an extension procedure and obtain the Poisson measure πσ
with the intensity σ on (Γ,B (Γ)) (see, e.g., [8, 12, 4]) .

2. The measure πσ on a Schwartz space D′ (R) of generalized functions is deter-
mined by its Laplace transform

(2.5) lπσ (ϕ) :=
∫

Γ

exp {〈ϕ, γ〉}πσ (dγ) = exp
{∫

R

(
eϕ(x) − 1

)
σ (dx)

}
, ϕ ∈ D (R)

via Minlos theorem (see [5]). An additional analysis shows that πσ is concentrated
on the generalized functions corresponding to measures from Mp (R). Therefore
πσ can be considered as a measure on (Γ,B (Γ)).

Remark 2.1. In the sequel, we will need the probabilistic interpretation of πσ. Let
(Ω,F ,P) be the probability space. A Poisson process on R with the intensity σ is
a random countable subset Πσ in R, i.e. the mapping

Ω 3 ω 7−→ Πσ (ω) ∈ R∞

from Ω into the set R∞ of all countable subsets in R, such that the random variables
(r.v.’s)

Nσ (A) := |Πσ ∩A| , A ∈ B (R)

satisfy the following conditions
(i) for any disjoint sets A1, ..., An ∈ B (R) r.v.’s Nσ (A1) , ..., Nσ (An) are inde-

pendent;
(ii) r.v. Nσ (A) has the Poisson distribution with the parameter σ (A), i.e. for

any n ∈ Z+ P({ω ∈ Ω|Nσ (A) = n}) = (σ(A))n

n! e−σ(A), if 0 < σ (A) < ∞; Πσ ∩ A is
countably infinite with probability 1, if σ (A) = ∞; and Πσ ∩ A = ∅, if σ (A) = 0
(see, e.g., [9]).

Setting (Ω,F ,P) = (Γ,B (Γ) , πσ) we obtain the following (so called direct) rep-
resentation of the Poisson process Πσ:

(2.6) Γ 3 γ 7−→ Πσ (γ) = γ ∈ Γ ⊂ R∞.

It is worth noting that the non-negative integer random variable

Γ 3 γ 7−→ Nσ (·; γ) := |· ∩ γ| ∈ Mp (R)

is called a Poisson random measure on (R,B (R)) with the intensity σ.
The strong law of large numbers for Πσ yields the following property of πσ.

Proposition 2.2. The set

(2.7) Γσ :=
{
γ ∈ Γ

∣∣∣∣ |γ ∩ Λ|
σ (Λ)

→ 1,Λ ∈ Bc (R) ,Λ ↑ R
}

has full πσ-measure.
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Proof. By (2.5) and (2.6) we have for any u ∈ R and Λ ∈ Bc (R) that∫
Ω

exp
{
iu
Nσ (Λ;ω)
σ (Λ)

}
P (dω) =

∫
Γ

exp
{

iu

σ (Λ)
〈1Λ, γ〉

}
πσ (dγ)

= exp
{
σ (Λ)

(
ei

u
σ(Λ) − 1

)}
.

The last expression converges to exp {iu}, when σ (Λ)→ +∞. That’s why the ratio
Nσ(Λ;γ)
σ(Λ) converges in measure πσ to 1, when σ (Λ)→ +∞.
To establish the πσ-a.e. convergence one can apply Kolmogorov strong law of

large numbers (see, e.g., [11]). Namely, any increasing sequence {Λk, k ≥ 1} ⊂
Bc (R) ,Λk → R contains the subsequence

{
Λk(n), n ≥ 1

}
, such that

σ
(
Λk(n−1)

)
σ
(
Λk(n)

) → 1, n→∞;
∞∑
n=1

1
σ
(
Λk(n)

) <∞.
By the mentioned above Kolmogorov law the sequence of r.v.’s

{
Nσ(Λk(n);·)
σ(Λk(n))

, n ≥ 1
}

converges πσ-a.e. to 1. Let nm ∈ N be such that

k (nm) ≤ m < k (nm + 1) , m ∈ N.

Then we have

σ
(
Λk(nm)

)
σ (Λm)

·
Nσ
(
Λk(nm); ·

)
σ
(
Λk(nm)

) ≤ Nσ (Λm; ·)
σ (Λm)

≤
σ
(
Λk(nm+1)

)
σ (Λm)

·
Nσ
(
Λk(nm+1); ·

)
σ
(
Λk(nm+1)

) ,

whence the required convergence follows. �

3. Exponential product measure on
(
R∞+ ,B

(
R∞+
))

.

At first we recall definitions of a measurable space (R∞,B (R∞)) and the product
measure ×∞k=1µk (for more details see, e.g., [14, 16, 3]).

One can equip the set R∞ := R×R× ... with the metric of the coordinate-wise
convergence,

d (t, s) =
∞∑
n=0

2−n
|tn − sn|

1 + |tn − sn|
, t = {tk, k ≥ 1} ∈ R∞, s = {sk, k ≥ 1} ∈ R∞.

It is known that (R∞, d) is a Polish space, and it’s Borel σ-algebra is generated by
the algebra C (R∞) of the cylinder sets

C (δn) = {t ∈ R∞| (t1, ..., tn) ∈ δn} , δn ∈ B (Rn) , n ∈ N.

Let {µk, k ∈ N} be probability measures on (R,B (R)). The product measure
×∞k=1µk is defined on C (R∞) by

(×∞k=1µk) (C (δn)) := (×nk=1µk) (δn)

and then extended onto B (R∞).
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In what follows we will consider the product measure on the measurable space(
R∞+ ,B

(
R∞+
))

, where R+ := (0;∞) , B
(
R∞+
)

:=
{

∆ ∩ R∞+ |∆ ∈ B (R∞)
}
. Namely,

let the measure νk on (R+,B (R+)) be a probability distribution of the r.v. τk,λk ex-
ponentially distributed with the parameter λk > 0. In other words, νk is absolutely
continuous with respect to (w.r.t.) Lebesgue measure m and the Radon-Nikodym
derivative has the form

(3.1)
dνk
dm

(t) = λke
−λkt1R+ (t) .

The product measure ×∞k=1νk on
(
R∞+ ,B

(
R∞+
))

is a joint probability distribution
of the sequence of the independent r.v. {τk,λk , k ≥ 1}. The following property of
×∞k=1νk is an analogue of Kolmogorov-Khinchine criterion for the standard Gauss
measure on (R∞,B (R∞)) (see, e.g., [14]).

To formulate this property we denote

l1 (α) :=

{
t ∈ R∞

∣∣∣∣∣
∞∑
n=1

αn |tn| <∞

}
,

where the weight α = {αk, k ≥ 1} ∈ R∞+ . (If αk = 1 for any k ≥ 1, then l1 (α) ≡ l1).
Obviously, l1 (α) is a Borel set and moreover it belongs to the tail σ-algebra

B∞ (R∞) :=
∞⋂
m=1

{Rm ×∆|∆ ∈ B (R∞)} .

Then by Kolmogorov ”0 or 1” law the ×∞k=1νk-measure of l1 (α)∩R∞+ =: l1,+ (α) is
equal to either 0 or 1 (see, e.g., [16]). More exactly, the following statement is true.

Lemma 3.1. The set l1,+ (α) has zero ×∞k=1νk-measure iff the series
∑∞
k=1

αk
λk

diverges.

Proof. The following arguments are nothing but a corresponding modification of
the proof of Kolmogorov–Khinchine criterion (see [14, pp. 54–56]).

Given ε > 0 consider the decreasing sequence of functions

(3.2) R∞+ 3 t 7−→ fε,n (t) := exp

{
−ε

n∑
k=1

αktk

}
∈ (0; 1]

and its point-wise limit fε (t) = exp {−ε
∑∞
k=1 αktk} ∈ [0; 1]. Obviously, fε (t) > 0,

if t ∈ l1,+ (α), and fε (t) = 0 otherwise. Moreover, for any t ∈ R∞+ ,

(3.3) fε (t)→ 1l1,+(α) (t) , ε→ 0.

On the other hand, by Lebesgue monotone convergence theorem and (3.2), we
have ∫

R∞+
fε (t) (×∞k=1νk) (dt) = lim

n→∞

∫
R∞+

fε,n (t) (×∞k=1νk) (dt)

=

( ∞∏
k=1

(
1 + ε

αk
λk

))−1

.(3.4)
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Suppose that
∞∑
k=1

αk
λk

=∞.

Then by (3.4) ∫
R∞+

fε (t) (×∞k=1νk) (dt) = 0,

whence if follows that (×∞k=1νk) (l1,+ (α)) = 0.
If the above series converges, then for any ε > 0 the infinite product in the l.h.s.

of (3.4) does the same. Therefore for any ε > 0,

0 <
∫

R∞+
fε (t) (×∞k=1νk) (dt) <∞.

By Lebesgue bounded convergence theorem and (3.3), the r.h.s. of (3.4) converges
to (×∞k=1νk) (l1,+ (α)), when ε→ 0. On the other hand,

∏∞
k=1

(
1 + εαkλk

)
→ 1, ε→

0, whence the claim follows. �

Corollary 3.2. Denote by ν∞λ the product measure ×∞k=1νk, when λk = λ. The
set

(3.5) R̃∞+ := R∞+ \l1,+,

has full ν∞λ -measure.

Remark 3.3. The measure ν∞λ is a joint probability distribution of i.i.d. r.v.’s
{τk,λk , k ≥ 1}. One can apply the strong law of large numbers and obtain that

(3.6) ν∞λ

({
t ∈ R∞+

∣∣∣∣∣ lim
n→∞

1
n

n∑
k=1

tk = λ−1

})
= 1.

4. Exponential model of Poisson space.

Consider in detail the Poisson space (Γ,B (Γ) , πλm) , λ > 0. Any configuration
γ ∈ Γ is either a finite set or countably infinite one without finite limit points. It
follows from (2.7) (see also Remark 2.1) that for any A ∈ B (R) ,m (A) = ∞ and
πλm-a.e. γ ∈ Γ |γ ∩A| = ∞. In particular, the sets γ ∩ (0; +∞) and γ ∩ (−∞; 0)
are infinite, so that their points can be written in an order so that

(4.1) 0 < x1 < x2 < . . . and . . . x−2 < x−1 < 0

respectively. These exhaust the points of πλm-a.e. γ ∈ Γ, since by (2.1) and (2.4),

πλm ({γ ∈ Γ|0 ∈ γ}) = πλm (C ({0} ; 1)) = 0.
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Lemma 4.1. The set

(4.2) Γ̃ := {γ ∈ Γ| |γ| =∞; 0 /∈ γ}

belongs to B (Γ) and has full πλm -measure.

Proof. The complement of Γ̃ coincides with the union of C ({0} ; 1) and {γ ∈ Γ| |γ| <∞}.
One can represent the latter set as

∞⋃
p=0

∞⋂
N=1

p⋃
k=0

C ((−N ;N) ; k) ,

whence the required measurability of Γ̃ follows. The equality πλm

(
Γ̃
)

= 1 was
explained above. �

Definition 4.2. The triple

(4.3)
(

Γ̃, Γ̃ ∩ B (Γ) =: B
(

Γ̃
)
, πλm � Γ̃

)
is called a standard Poisson space.

To introduce the exponential model of a standard Poisson space notice that any
configuration may be written in the form γ = γ+ ∪ γ−, where

γ+ := γ ∩ (0; +∞) = {xk, k ∈ N} , γ− := γ ∩ (−∞; 0) = {x−k, k ∈ N}

(see (4.1)). The sequences {xk, k ∈ N} and {−x−k, k ∈ N} are monotonically in-
creasing and tend to +∞. Therefore the difference sequences

(4.4) t+1 := x1, t+k := xk − xk−1; t−1 := −x−1, t−k := x−k+1 − x−k

belong to R̃∞+ . Indeed, for any n ∈ N,

n∑
k=1

t+k = xn → +∞,
n∑
k=1

t−k = −x−n → +∞.

We introduce the mapping

(4.5) Γ̃ 3 γ = γ+ ∪ γ− 7−→ Tγ = {Tγ+, Tγ−} =
{
t+, t−

}
∈ R̃∞+ × R̃∞+ .

It is almost obvious that T is a one-to-one correspondence between Γ̃ and R̃∞+ ×R̃∞+ .
Indeed, for any {t, s} ∈ R̃∞+ × R̃∞+ , the set

(4.6) T−1 {t, s} :=

{
n∑
k=1

tk, n ∈ N

}⋃{
−

n∑
k=1

sk, n ∈ N

}

is a configuration from Γ̃ and (4.6) is nothing but the definition of T−1 : R̃∞+ ×
R̃∞+ 7−→ Γ̃.
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Recall that Γ̃ and R̃∞+ are endowed with the vague topology (see (2.3)) and the
product topology respectively. It follows from (4.4) – (4.6) that both mappings
T and T−1are continuous and hence Borel measurable. That’s why T is a mea-
surable one-to-one correspondence between the measurable spaces

(
Γ̃,B

(
Γ̃
))

and(
R̃∞+ × R̃∞+ ,B

(
R̃∞+
)
× B

(
R̃∞+
))

.
So we can consider the images

T ∗πλm := πλm ◦ T−1,
(
T−1

)∗
ν∞λ × ν∞λ := (ν∞λ × ν∞λ ) ◦ T

of the measures πλm and ν∞λ × ν∞λ under the transformations T and T−1 respec-
tively. It is easy to verify that

πλm =
(
T−1

)∗
ν∞λ × ν∞λ .

This equality follows from

πλm (C ((a; b) ;n)) = ν∞λ × ν∞λ (T (C ((a; b) ;n))) ,

where −∞ < a < b < +∞, n ∈ Z+. At first we put a = 0. It is clear that

T (C ((0; b) ;n)) =

{
t ∈ R̃∞+

∣∣∣∣∣
n∑
k=1

tk < b,

n+1∑
k=1

tk ≥ b

}
=: An (b) ,

and a simple computation shows that

ν∞λ (An (b)) = λn+1

∫
{∑n

k=1 tk<b}
exp

{
−λ

n∑
k=1

tk

}

×
∫ ∞
b−
∑n
k=1 tk

exp {−λtn+1} dtn+1dt1...dtn

=
(λb)n

n!
e−λb = πλm (C ((0; b) ;n)) .

Let a > 0. Then the required equality follows by

C ((0; b) ;m) =
m⋃
k=0

(C ((0; a) ; k) ∩ C ((a; b) ;m− k))

from the one just proved. Analogously one can consider the case a < b < 0.
At last for a < 0 < b one has:

C ((a; b) ;n) =
{
γ = γ+ ∪ γ− ∈ Γ̃| |γ ∩ (a; b)| = n

}
=

n⋃
k=0

({|γ− ∩ (a; 0)| = n− k} ∪ {|γ+ ∩ (0; b)| = k}) ,

so that

ν∞λ × ν∞λ (T (C ((a; b) ;n))) =
n∑
k=0

(λb)k

k!
(−λa)n−k

(n− k)!
e−λ(b−a)

=
(λ (b− a))n

n!
e−λ(b−a) = πλm (C ((a; b) ;n)) .

We have just proved the following statement
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Theorem 4.3. Given by (4.5) and (4.6) the transformations T and T−1 realize
a measurable one-to-one correspondence between the standard Poisson space (4.3)
and the probability space

(4.7)
(
R̃∞+ × R̃∞+ ,B

(
R̃∞+
)
× B

(
R̃∞+
)
, ν∞λ × ν∞λ

)
such that

(4.8) πλm =
(
T−1

)∗
ν∞λ × ν∞λ , ν∞λ × ν∞λ = T ∗πλm.

Corollary 4.4. By Proposition 2.2 the set

Γ̃λm := Γλm\C ({0} , 1)

has the full πλm-measure. The restriction T � Γ̃λm realizes a one-to-one correspon-
dence between Γ̃λm and the Cartesian square of the set (3.6) of full ν∞λ -measure.

Remark 4.5. In fact, Theorem 4.3 is nothing but a corollary of the well-known
interval theorem of Poisson theory (see, e.g., [9, pp. 39–40]). Namely, let the
points of a Poisson process Πλm on (0;∞) be written in an ascending order as in
(4.1). Then the random variables y1 (γ+) = x1, yn (γ+) = xn − xn−1, n ≥ 2, are
independent and each has exponential density with the parameter λ.

Definition 4.6. The pair consisting of the probability space (4.7) and the mapping
(4.6) is called an exponential model of a standard Poisson space. And vice versa, the
pair consisting of the Poisson space (4.3) and the mapping (4.5) is called a Poisson
model of the probability space (4.7). Of course, one can consider the homogeneous
Poisson process Πλm on R+ or, in other words, its direct representation (2.6) via
the standard Poisson space

(4.9)
(

Γ̃R+ ,B
(

Γ̃R+

)
, πλm � R+

)
.

To obtain an exponential model of this space one must replace the Cartesian
square in (4.7) by the probability space

(
R̃∞+ ,B

(
R̃∞+
)
, ν∞λ

)
and T in (4.5) by its

restriction T � Γ̃R+ .

Remark 4.7. N. Privault [13] introduced an interpretation of the Poisson space as
the space of sequences

B :=
{
t ∈ R∞

∣∣∣∣sup
{
|tk|
k + 1

, k ∈ N
}
<∞

}
equipped with the exponential product measure ν∞λ . This interpretation were used
for investigation of multiple stochastic integrals w.r.t. Poisson martingale, Wiener-
Poisson chaotic decomposition etc.

Remark 4.8. Suppose that the Radon measure σ is equivalent to m but doesn’t
coincide with λm. In this case the exponential model of the corresponding Poisson
space

(4.10)
(

Γ̃σ,B
(

Γ̃σ
)
, πσ

)
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can be constructed via the so-called homogenization procedure (see, e.g., [9, pp. 50 –
52]).

Namely, any σ ∈ M (R) is a Lebesgue-Stieltjes measure generated by the non-
decreasing function

ϕσ (x) = −σ ([x; 0)) 1(−∞;0) (x) + σ ([0;x)) 1[0;∞) (x) .

Since σ (R) = ∞, at least one of the limit values ϕσ (±∞) := limx→±∞ ϕσ (x)
is infinite. By the non-atomicity of σ, the function ϕσ is continuous, so that
ϕσ (R) = (ϕσ (−∞) ;ϕσ (+∞)). The equivalence σ ∼ m yields that ϕσ is a in-
creasing function and the map

(4.11) R 3 x 7−→ ϕσ (x) ∈ ϕσ (R)

is a one-to-one correspondence.
It is easy to see that the image of the Poisson space (4.10) under the transfor-

mation (4.11) coincides with

(4.12)
(

Γ̃ϕσ(R),B
(

Γ̃ϕσ(R)

)
, πm�ϕσ(R)

)
.

An obvious modification of above construction gives an exponential model of
Poisson space (4.12). Replacing here the corresponding mapping (4.5) Tσ by Tσ◦ϕσ
we obtain an exponential model of non-homogeneous Poisson space (4.10).

Notice that (4.10) and (4.12) realizes a direct representation of non-homoge-
neous Poisson process Πσ and homogeneous one Πm respectively. That is why the
transition from (4.10) to (4.12) is called homogenization.

5. Riggings of Poisson space via exponential model.

Consider the Poisson space (4.3) with λ = 1 and its exponential model. The
transformations (4.5) and (4.6) determine a unitary isomorphism of the Hilbert
spaces

L2 (πm) := L2
(

Γ̃,B
(

Γ̃
)
, πm

)
and

L2 (ν∞ × ν∞) := L2
(
R̃∞+ × R̃∞+ ,B

(
R̃∞+
)
× B

(
R̃∞+
)
, ν∞ × ν∞

)
.

Namely,

L2 (πm) 3 F 7−→ UF = F ◦ T−1 ∈ L2 (ν∞ × ν∞) ,

L2 (ν∞ × ν∞) 3 f 7−→ U−1f = f ◦ T ∈ L2 (πm)(5.1)

(here and in the sequel on we omit the index 1). Isomorphism (5.1) enables to
interpret the results of analysis and differential geometry in Poisson space (4.3)
in the framework of the classical infinite dimensional analysis w.r.t. the product
measures. And vice versa, one can reformulate the results of analysis on R∞+ ×R∞+
w.r.t. ν∞ × ν∞ in Poisson space.
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We start from a simple example. Laguerre polynomials {Ln (t) , n ∈ Z+} form an
orthonormal basis in L2 (R+, ν). Recall that they are determined by the generating
function

l (t, z) =
∞∑
n=0

Ln (t) zn = (1− z)−1 exp
{

tz

z − 1

}
, |z| < 1.

Then the collection of the Laguerre polynomials on R̃∞+ × R̃∞+ ,

(5.2) Lα,β (t, s) =
ν(α)∏
k=1

Lαk (tk)
ν(β)∏
j=1

Lβj (sj) , α, β ∈ Z∞+,0

forms an orthonormal basis in L2 (ν∞ × ν∞). (Here the multiindex α =
(
α1, . . . , αν(α), 0, . . .

)
, αk ∈

Z+). The family (5.2) is an orthogonal basic in the weighted space

(5.3) H (p) =
{
f =

∑
fα,βLα,β

∣∣∣ ∑ pα,β |fα,β |2 <∞
}
.

Here
∑

denotes summation over α, β ∈ Z∞+,0, the weight p :=
{
pα,β , α, β ∈ Z∞+,0

}
⊂ R∞+ . The projective and inductive limits of the proper families of the spaces (5.3)
form riggings of L2 (ν∞ × ν∞) with Köthe spaces (see, e.g., [3]).

Applying U−1 in (5.2) one can obtain an orthonormal basis in L2 (πm) of the
form

Lα,β (Tγ) =
ν(α)∏
k=1

Lαk (xk − xk−1)
ν(β)∏
j=1

Lβj (x−j+1 − x−j) ,(5.4)

α, β ∈ Z∞+,0, x0 := 0.

It is worth noting that the basis (5.4) differs from the usual orthonormal basis in
L2 (πm) constituted by the generalized Charlier polynomials (see, e.g., [7], [19]).
The latter polynomials are defined via the generating function

c (γ;ψ) = exp
{
〈γ, log (1 + ψ)〉 −

∫
R
ψ (x) dx

}
,(5.5)

γ ∈ Γ̃, ψ ∈ L1 ∩ L2 (R) , ψ > −1.

Namely, the generalized Charlier polynomials are given by

Cn
(
γ;ϕ1⊗̂ . . . ⊗̂ϕn

)
:=

∂n

∂u1 . . . ∂un
c

(
γ;

n∑
k=1

ukϕk

)∣∣∣∣∣
u1=···=un=0

,

n ∈ N, C0 (γ) := 1,

where ϕ1, . . . , ϕn ∈ L1 ∩ L2 (R), ⊗̂ denotes the symmetric tensor product.
Let {ek, k ∈ Z+} ⊂ L1∩L2 (R) be an orthonormal basis in L2 (R). The collection

of the generalized Charlier polynomials

(5.6)
{
Cn
(
·; eα1⊗̂ . . . ⊗̂eαp

)
; p, α1, . . . , αp ∈ Z+

}
forms an orthonormal basis in L2 (πm) (see [7]).

The bases (5.4) and (5.6) are different (for a detailed discussion and probabilistic
interpretation, see [13]). Therefore applying U−1 in (5.3) we obtain riggings of
L2 (πm) with U−1H (p) and corresponding Köthe spaces. These spaces of test and
generalized functions on Γ̃ differ from the spaces constructed in [19] via generalized
Charlier polynomials and corresponding Appell system (Pπm ,Qπm) (see also [10]).
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6. The group of diffeomorphisms and exponential model.

Denote the group of all diffeomorphisms of R by Diff (R), and by Diff0 (R) —
the subgroup of all diffeomorphisms φ : R 7−→ R which are equal to the identity
outside a compact set depending on φ, say, Kφ. Since the mapping φ : R 7−→ R is
one-to-one we have φKφ = Kφ.

Any φ ∈ Diff0 (R) pointwise defines a transformation of any subset in R and, in
particular, of any configuration:

(6.1) Γ 3 γ 7−→ φ (γ) = {φ (x) |x ∈ γ} ∈ Γ.

Note that φ (γ) coincides with γ for all but a finite number of points, namely

γ ∩Kφ 6= φ (γ) ∩Kφ.

The mapping (6.1) is obviously measurable and one can define the image φ∗πσ of
the measure πσ under φ, as usual, by

(φ∗πσ) (·) = πσ
(
φ−1 (·)

)
.

It is well-known that this transformation is nothing but a change of the intensity
measure, namely

(6.2) φ∗πσ = πφ∗σ

(for more details see [1]).
Further on we suppose that σ ∼ m and the density ρ = dσ

dm is continuous on R.
This density is positive m-a.e. whence, by continuity, it follows that ρ (x) > 0, x ∈
R. By σ ∼ m the measures σ and φ∗σ are equivalent for any φ ∈ Diff0 (R), and the
Radon-Nikodym density has the form

(6.3) pσφ (x) :=
d (φ∗σ)
dσ

(x) =
ρ
(
φ−1 (x)

)
ρ (x)

φ′ (x) , x ∈ R

(this function is well-defined by ρ (x) > 0, x ∈ R).
It is worth noting that pσφ (x) = 1, x /∈ Kφ, whence it follows that

(6.4) pσφ − 1 ∈ L1 (R, σ)

and ∫
R

(
1− pσφ (x)

)
ρ (x) =

∫
Kφ

(
ρ (x)− ρ

(
φ−1 (x)

)
φ′ (x)

)
dx

= σ (Kφ)− σ (Kφ) = 0.(6.5)

The following fact is a direct consequence of (6.2) – (6.5) and Skorokhod’s the-
orem on absolute continuity of Poisson measures (see [17], [18], [15]). We give a
sketch of the proof for the reader’s convenience.
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Proposition 6.1. Assume that σ ∼ m and ρ = dσ
dm ∈ C (R). The Poisson measure

πσ is quasi-invariant w.r.t. the group Diff0 (R), and for any φ ∈ Diff0 (R) we have

(6.6)
d (φ∗πσ)
dπσ

(γ) =
∏
x∈γ

pσφ (x) .

Proof. It follows from φ∗σ ∼ σ and (6.4) that for any φ ∈ Diff0 (R) πφ∗σ ∼ πσ
(see [18]). By (6.2) the latter equivalence means the required quasi-invariance of
πσ. For the proof of equality (6.6) we refer to [1, Proposition 2.2]. It is worth
noting that the r.h.s. of (6.6) coincides with the same of (2.12) from [1] by (6.5).
�

Corollary 6.2. Let σ = λm; then for any φ ∈ Diff0 (R)

(6.7)
d (φ∗πλm)
dπλm

(γ) =
∏
x∈γ

φ′ (x) .

Consider the Poisson space (4.3). It is clear that, generally speaking, φ
(

Γ̃
)
6=

Γ̃, φ ∈ Diff0 (R). That’s why we introduce the subgroup

(6.8) Diff0,0 (R) := {ψ ∈ Diff0 (R) |ψ (0) = 0} .

Obviously, the subgroup (6.8) is the maximal one preserving Γ̃.
For any ψ ∈ Diff0,0 (R) consider the transformation gψ := TψT−1 of the space

R̃∞+ × R̃∞+ ; let

(6.9) G := {gψ|ψ ∈ Diff0,0 (R)}

be the corresponding group. It follows from (4.5) and (4.6) that for any {t, s} ∈
R̃∞+ × R̃∞+

gψ {t, s} = T

ψ
(
−

n∑
k=1

sk

)
, ψ

 m∑
j=1

tj

 ;n,m ∈ N


=

{{
ψ

(
−
n−1∑
k=1

sk

)
− ψ

(
−

n∑
k=1

sk

)
;n ∈ N

}
,ψ

 m∑
j=1

tj

− ψ
m−1∑
j=1

tj

 ;m ∈ N


(6.10)

(here
∑0
k=1 ak := 0).

The following statement is a direct consequence of Proposition 6.1 and general
results on absolute continuity of measures.
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Theorem 6.3. The exponential product measure ν∞λ ×ν∞λ is quasi-invariant w.r.t.
the group (6.9), and for any gψ ∈ G, the Radon-Nikodym density has the form

(6.11)
d
(
g∗ψν

∞
λ × ν∞λ

)
dν∞λ × ν∞λ

(t, s) =
∞∏
n=1

ψ′

(
−

n∑
k=1

sk

)
·
∞∏
m=1

ψ′

 m∑
j=1

tj

 .

Proof. At first we note that the r.h.s. of (6.11) is well defined because all but a
finite number of factors of the infinite products are equal to 1.

The measure πλm on
(

Γ̃,B
(

Γ̃
))

is quasiinvariant w.r.t. the group Diff0,0 (R).
By Theorem 4.3 the exponential product measure ν∞λ × ν∞λ coincides with T ∗πλm,
where T is a one-to-one correspondence (see (4.5)). Taking into account the general
facts on absolute continuity of measures under transformations (see, e.g., [6]) we
obtain that ν∞λ × ν∞λ is quasiinvariant w.r.t. the group G and the Radon-Nikodym
density has the form

(6.12)
d
(
g∗ψν

∞
λ × ν∞λ

)
dν∞λ × ν∞λ

(t, s) =
d (ψ∗πλm)
dπλm

(
T−1 {t, s}

)
.

By (6.7) and (4.6) the equality (6.12) yields (6.11). �

Remark 6.4. Let ϕ ∈ Diff0,0 (R) , ϕ 6= Id, be such that Kϕ ⊂ (0; +∞). Then a
non-linear transformation (6.10) has the form

(6.13) gϕ (t) =

{
ϕ

(
n∑
k=1

tk

)
− ϕ

(
n−1∑
k=1

tk

)
;n ∈ N

}
,

and therefore differs from the identity mapping on the set

Aϕ =
∞⋃
n=1

{
n∑
k=1

tk ∈ Kϕ

}
⊇ {t1 ∈ Kϕ}

of positive ν∞λ −measure. Namely, ν∞λ (Aϕ) ≥ νλ (Kϕ) > 0. The corresponding
Radon-Nikodym density

(6.14)
d
(
g∗ϕν

∞
λ

)
dν∞λ

(t) =
∞∏
n=1

ϕ′

(
n∑
k=1

tk

)
differs from 1 on Aϕ. By (6.13) and (6.14) neither the transformed measure g∗ϕν

∞
λ

nor all its restrictions onto Rn+ × B
(
R̃∞+
)

are product measures. That’s why
one can’t apply Kakutani criterion of equivalence of product measures to prove
theorem 6.3.

Of course, there exists an independent on Poissonian analysis proof of this result.
Namely, one can use the restrictions of g∗ϕν

∞
λ and ν∞λ onto B (Rn) × R̃∞+ , n ∈ N.

These restrictions are mutually equivalent, the sequence of densities ρn (t) :=∏n
m=1 ϕ

′ (
∑m
k=1 tk) , n ∈ N, converges ν∞λ - a.e. and g∗ϕν

∞
λ ∼ ν∞λ iff

(6.15)
∫

R̃∞+
lim ρn (t) ν∞λ (dt) =

∫
R̃∞+

∞∏
m=1

ϕ′

(
m∑
k=1

tk

)
ν∞λ (dt) = 1

(see, e.g., [6]). So it remains to prove the latter rather non-obvious equality. (By
the way, (6.15) is a corollary of Theorem 6.3).



ON EXPONENTIAL MODEL OF POISSON SPACES 15

7.Operators in Poisson space and exponential model.

At first we recall the definition of directional derivative in Poisson space [1]. For
any v ∈ C∞0 (R) and x ∈ R the curve R 3 t 7−→ φvt (x) ∈ R is defined as a solution
of the following Cauchy problem

(7.1)
d

dt
φvt (x) = v (φvt (x)) , φv0 (x) = x.

The mappings {φvt , t ∈ R} form a one-parameter subgroup of diffeomorphisms in
the group Diff0 (R).

Assume that the function u belongs to

C∞0,0 (R) := {u ∈ C∞0 (R) |u (0) = 0} .
Putting x = 0 in (7.1) one can easily obtain that for any u ∈ C∞0,0 (R)

(7.2) φut (0) = 0, t ∈ R,
i.e. {φvt , t ∈ R} is a one-parameter subgroup of the group Diff0,0 (R).

Let us fix u ∈ C∞0,0 (R). Having the group {φvt , t ∈ R} we can consider, for any
γ ∈ Γ̃, the curve

R 3 t 7−→ φut (γ) ∈ Γ̃

(the latter inclusion follows from (7.2)). For a function F : Γ̃ → R the directional
derivative along the direction u is defined by

(7.3)
(
∇Γ
uF
)

(γ) :=
d

dt
F (φut (γ)) |t=0,

provided the r.h.s. exists. The class D = FC∞b
(
D, Γ̃

)
of the smooth cylinder

functions on Γ̃ is defined as the set of all functions F : Γ̃→ R of the form

(7.4) F (γ) = gF (〈ϕ1, γ〉 , . . . , 〈ϕN , γ〉) , γ ∈ Γ̃, N ∈ N,
where ϕ1, . . . , ϕN ∈ D (R) ≡ D and gF ∈ C∞b

(
RN
)
. By the chain rule the direc-

tional derivative (7.3) of (7.4) has the following form

(7.5)
(
∇Γ
uF
)

(γ) =
N∑
j=1

∂gF
∂qj

(〈ϕ1, γ〉 , . . . , 〈ϕN , γ〉)
〈
ϕ′j · u, γ

〉
.

Further on we use D as the domain of differential operators of Poissonian analy-
sis. Namely, consider in L2 (πλm) on D the operator ∇Γ

u of directional derivative, its
adjoint ∇Γ∗

u and self-adjoint generator Jπλm (u) of a one-parameter unitary group

(7.6) (Vπλm (φut )F ) (γ) = F (φut (γ))
√
dφu∗t πλm
dπλm

(γ), F ∈ L2 (πλm) , γ ∈ Γ̃.

By Theorem 3.1 and Proposition 3.3 from [1] the following operator equalities hold
on D

∇Γ∗
u = −∇Γ

u − 〈u′, ·〉 ,(7.7)

Jπλm (u) =
1
i
∇Γ
u +

1
2i
〈u′, ·〉 .(7.8)

Let us consider the images of these operators in the space L2 (ν∞λ × ν∞λ ). The
following statement describes an action of the image U∇Γ

uU
−1 =: ∇̂Γ

u on the domain
D̂ := UD. To obtain the corresponding formulas for the operators (7.7), (7.8) it
suffices to note that the multiplication by a function G in L2 (πλm) transforms into
the same by Ĝ := UG in L2 (ν∞λ × ν∞λ ).
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Proposition 7.1. For any F̂ := UF ∈ D with F of the form (7.4) the following
equality holds (

∇̂Γ
uF̂
)

(t, s)

=
N∑
j=1

∂gF
∂qj

(∑
n

[
ϕ1

(
−

n∑
k=1

sk

)
+ ϕ1

(
n∑
k=1

tk

)]
, . . . ,

∑
n

[
ϕN

(
−

n∑
k=1

sk

)
+ ϕN

(
n∑
k=1

tk

)])

×
∑
n

[(
u · ϕ′j

)(
−

n∑
k=1

sk

)
+
(
u · ϕ′j

)( n∑
k=1

tk

)]
, t, s ∈ R̃∞+ .(7.9)

Proof. Since ϕ1, . . . , ϕN ∈ D, all but a finite number terms in the sums
∑
n are

equal to zero, so that the r.h.s. of (7.9) is well defined. The unitary isomorphism
of L2 (πλm) and L2 (ν∞λ × ν∞λ ) is given by

L2 (πλm) 3 F 7−→ UF = F ◦ T−1 ∈ L2 (ν∞λ × ν∞λ )

(see Section 5). Therefore one can deduce from (7.4) and (7.5) that(
∇̂Γ
uF̂
)

(t, s)

=
N∑
j=1

∂gF
∂qj

(〈
ϕ1, T

−1 (t, s)
〉
, . . . ,

〈
ϕN , T

−1 (t, s)
〉)

×
〈
u · ϕ′j , T−1 (t, s)

〉
,

whence by (4.6) the required equality (7.9) follows. �

Remark 7.2. Further on we suppose that

(7.10) suppu, suppϕ1, . . . , suppϕN ⊂ R+.

Then the function F̂ = F ◦T−1 with F of the form (7.4) as well as ∇̂Γ
uF̂ depend on

the variable t ∈ R̃∞+ only. This yields that the operator ∇̂Γ
u acts in L2 (ν∞λ × ν∞λ )

w.r.t. variable t and by (7.7), (7.8) ∇̂Γ∗
u , Ĵπλm (u) do the same. In particular, taking

into account (7.8) one can rewrite (7.8) on D̂ as follows(
Ĵπλm (u) F̂

)
(t)

=
1
i

 N∑
j=1

∂gF
∂qj

(∑
n

ϕ1

(
n∑
k=1

tk

)
, . . . ,

∑
n

ϕN

(
n∑
k=1

tk

))

×

(∑
n

u

(
n∑
k=1

tk

)
ϕ′j

(
n∑
k=1

tk

))]

+
1
2i

[∑
n

u′

(
n∑
k=1

tk

)

× gF

(∑
n

ϕ1

(
n∑
k=1

tk

)
, . . . ,

∑
n

ϕN

(
n∑
k=1

tk

))]
.(7.11)
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(Remark, that by (7.10) the function F of the form (7.4) depends on γ+ = γ ∩R+

only).
Notice, that L2 (ν∞λ ) is a separable subspace of an infinite tensor product of the

Hilbert spaces L2 (νλ (dtn)) , n ∈ N (see, e.g., [2]). The most investigated selfadjoint
differential operators in the infinite tensor products are the functions F (A1, A2, . . . )
of the operators {An, n ≥ 1} acting w.r.t. different variables and their perturbations
by multiplication operators. The equality (7.11) shows that the operator Ĵπλm (u)
doesn’t belong to these classes. So the images of the operators of Poisson analysis
and geometry form a new class of the differential operators in IDA w.r.t. exponential
product measure.

It is worth noting that the converse is also true. Namely, the images of the
familiar differential operators in L2 (ν∞λ ) form a new class of operators in Poisson
spaces. The following example shows this.

Example 7.3. Denote by Dm,m ∈ N, a minimal operator generated in L2 (ν∞λ )
by the selfadjoint differential expression

Lm :=
1
i

(
∂

∂tm
− λ

2

)
;

the operators D1, D2, . . . act w.r.t. different variables in L2 (ν∞λ ) (for more details
see [2,20]). A direct calculation shows that for any F̂ ∈ D̂ with F of the form (7.4)(

DmF̂
)

(t)

=
1
i

 N∑
j=1

∂gF
∂qj

(∑
n

ϕ1

(
n∑
k=1

tk

)
, . . . ,

∑
n

ϕN

(
n∑
k=1

tk

))

×

∑
n≥m

ϕ′j

(
n∑
k=1

tk

)− λ

2
· gF

(∑
n

ϕ1

(
n∑
k=1

tk

)
, . . . ,

∑
n

ϕN

(
n∑
k=1

tk

)) .
Therefore the image Ďm := U−1DmU of Dm acts in L2 (ν∞λ ) on F ∈ D as follows(

ĎmF
)

(γ)

=
1
i

 N∑
j=1

∂gF
∂qj

(〈ϕ1, γ〉 , . . . , 〈ϕN , γ〉) ·
〈
ϕ′j , Smγ

〉
− λ

2
F (γ)

 ,(7.12)

where Smγ = Sm {x1, x2, . . . } := {xm, xm+1, . . . } .
Comparing (7.5) and (7.12) we stress that the factor

〈
ϕ′j , Smγ

〉
cannot be pre-

sented in the form
〈
ϕ′ju, γ

〉
with the function u depending only on x. Namely, we

have for any ϕ ∈ D

〈ϕ, Smγ〉 =
∑
n≥m

ϕ (xn) =
∫

R
ϕ (x) 1[xm(γ);∞) (x) γ (dx) =: 〈φm (·; γ) , γ〉 ,

where φm (·; γ) := ϕ (·) 1[xm(γ);∞) (·). That’s why the operators
{
Ďm,m ∈ N

}
and

the functions F
(
Ď1, Ď2, . . .

)
of them form a new class of differential operators in

the Poisson space L2 (πλm). To construct such operators in the framework of Pois-
sonian analysis and differential geometry one needs, say the least, the derivatives
along the directions v (γ;x) depending on γ ∈ Γ̃.
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8.Exponential model of compound Poisson space.

Let σ be a non-atomic infinite Radon measure on (R,B (R)) and τ — a proba-
bility measure on Borel sets of R× := (−∞; 0) ∪ (0; +∞) such that∫

R×
min

(
1, u2

)
τ (du) <∞.

The compound Poisson measure πτσ on (D′ (R) ,B (D′ (R))) is determined by the
Laplace transform

lπτσ (ϕ) = exp

{∫
R×R×

(
euϕ(x) − 1

)
τ (du)σ (dx)

}
, ϕ ∈ D

via Minlos theorem (see, e.g., [4,5]).
The additional analysis shows that this measure coincides with the image Σ∗πσ×τ

of the Poisson measure πσ×τ on ΓR×R× under the transformation

Mp (R× R×) 3 γ̂ =
∑

ε(xk,uk) 7−→ Σγ̂ = ω :=
∑

ukεxk ∈ D′ (R)

(see [10]). That’s why πτσ is concentrated on the set Ω of the generalized functions
corresponding to Radon signed measure of the form

(8.1) ω (·) =
∑
xk∈γω

ukεxk (·) , γω ∈ Γ̃, uk ∈ supp τ, k ∈ N.

This enables to introduce an analogue of the exponential model for the compound
Poisson space

(8.2) (Ω,B (Ω) , πτσ) .

Let for brevity σ = λm (see Remark 4.8 for the general σ’s). Consider the product

(8.3)
(
R̃∞+ × R̃∞+ × R∞× ,B

(
R̃∞+ × R̃∞+

)
× B

(
R∞×
)
, ν∞λ × ν∞λ × τ∞

)
of the probability spaces (4.7) and

(
R∞× ,B

(
R∞×
)
, τ∞

)
and the transformation

(8.4) Ω 3 ω =
∑
xk∈γω

ukεxk 7−→ Υω = {Tγω, {uk, k ∈ N}} ∈ R̃∞+ × R̃∞+ × R∞×

(see (8.1)). Theorem 4.3 and the mentioned above equality

πτλm = Σ∗πλm×τ

from [10] yield that

ΥΩ = R̃∞+ × R̃∞+ × R∞× , Υ∗πτλm = ν∞λ × ν∞λ × τ∞.

That’s why we can call the pair consisting of the probability space (8.3) and the
transformation (8.4) the exponential model of the compound Poisson space (8.2).
Finally, it is worth noting that the above construction is based on familiar rep-
resentation of the homogeneous compound Poisson process as a random sum of
independent identically τ -distributed random variables.
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