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Lax pairs are useful in studying nonlinear partial differential equations, although finding
them is often difficult. A standard approach for finding them was developed by Wahlquist
and Estabrook [1]. It was designed to apply to for equations with two independent variables
and generally produces incomplete Lie algebras (called “prolongation structures”), which
can be written as relations among certain matrices and their commutators. Extending the
method to three variable problems is more difficult. One still gets matrix equations, but
now with a more complicated structure. Exploration of a Lax pair in a paper by Estevez [3]
suggested a variation of the method. This paper will discuss how that can be used to obtain
her Lax pair.

P.G. Estevez [3] published a recent paper dealing with a particular nonlinear partial differ-
ential equation (NLPDE):

0 = m2
y(nyt −mxxxy) +mxy

(
n2

y −m2
xy

)
+ 2my(mxymxxy − nynxy)− 4m3

ymxx (1)

with mt = nx. In this paper, subscripts mean derivatives.
This equation was a reformulation of a set of equations

0 = vy − (uw)x,
0 = λut + uxx − 2uv,
0 = λwt − wxx + 2vw

(2)

which were obtained earlier by other authors. These equations have the Painleve property, which
was used by Estevez in an investigation of Eq. (1) by the singular manifold method in which she,
among other things, found a Lax pair. Her treatment is fairly complicated. It is not obvious
from the original equations that a Lax pair exists.
Study of that Lax pair led this author to try a matrix approach to try to find the same result.

This is basically a version of the Wahlquist–Estabrook method [1] that this author spoke about
at the first Kyiv Conference “Symmetry in Nonlinear Mathematical Physics” four years ago [4].
The matrix equations are quite complicated but can be simplified, with guidance from already
known results. Here some earlier results are reviewed, with particular attention to the use of
matrices.
Lax pairs have been known since 1968, when Lax discussed them in terms of operators in his

paper of that year on the KdV equation (the 12 included here did not occur in Lax’s version) [6]

ut + 12uux + uxxx = 0. (3)

In the later treatment by Wahlquist and Estabrook [1, 2] (WE), the Lax pair may be expressed
in terms of linear matrix equations for two auxiliary variables, with coefficients involving the
variable u, whose integrability condition gives the KdV equation.
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Wahlquist and Estabrook used differential forms in analyzing partial differential equations.
We show here the definition of new variables z and p, introduced to reduce equations to first
derivatives, with the KdV equation using the new variables:

z = ux, p = zx, ut + px + 12uz = 0. (4)

Then we write these three equations in terms of three differential forms in the five variables x,
t, u, p, z (the set of these is called the ideal I of forms, I = {α, β, γ}:

α = du dt− z dx dt,

β = dz dt− p dx dt,

γ = −du dx+ dp dt+ 12uz dx dt,

(5)

where the hook product ∧ between basis forms such as du and dt is understood. (If one now
assumes that the field variables u, z, p are functions of x and t and requires these differential
forms to vanish, one recovers the original equations.)
Next, WE assume the existence of a variable y and an auxiliary 1-form, called a prolongation

form,

ω = −dy + f(y, u, p, z) dx+ g(y, u, p, z) dt. (6)

The exterior derivative of this form is to lie in the “augmented” ideal of forms I ′ = {I, ω}:
dω ⊂ {I, ω} (7)

so that when I and ω vanish, this amounts to an integrability condition.
Now take y to be a column vector and assume f and g to be linear in the components of y;

then we can rewrite (6) as a matrix equation:

ω = −dy + αy, (8)

where

α = F dx+Gdt (9)

is a matrix 1-form and where F and G are matrices and are functions of u, z and p. The
integrability condition (7) is then expressed by

dω = dα y − α ∧ dy,

= dα y − α ∧ (−ω + αy),
= (dα− α ∧ α)y modω

(10)

so that

dα− α ∧ α ⊂ I (11)

or

Gx − Ft − [F,G] = 0 (12)

which is to be satisfied if the original field equations hold.
The use of differential forms gives some insight into how the problem might be formulated

and presents an elegant structure. However, the problem can be formulated without forms.
Write

yx = F y, yt = Gy (13)
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then

yxt = Ft y + Fyt = Ft y + FGy

= Gx y +Gyx = Gx y +GFy,
(14)

giving Eq. (12) as before. For the KdV case this equation becomes simply:

Fp = Fz = 0, Gp + Fu = 0,
z Gu + pGz + 12uz Fu = [F,G].

(15)

Solution of these equations leads eventually to the relations

F = Au2 +Bu+ C,

G = −p(2uA+B) + z2A+ 6zD +K(u),
(16)

where

[B,C] = 6D, [A,B] = [A,C] = 0 (17)

and

K(u) = 2u3([A,D]− 4A) + 3u2([B,D]− 2B) + 6u[C,D] + E (18)

and where there are six more equations among A, B, C, D and E, which are constant matrices.
These equations involve commutators of commutators and will not be given here.
The set of equations for A, B, C, D and E constitutes an incomplete Lie algebra (called a

“prolongation structure” by WE). It is of interest in its own right; however, we wish to find a
representation in order to find the Lax pair. Closure of the algebra can be achieved by Ansatz,
as WE show. A two-dimensional representation for these five matrices is, where λ is constant:

A = 0, B =
[
0 −2
0 0

]
, C =

[
0 λ
0 0

]
, D = 1/3

[ −1 0
0 1

]
, E = −4λC, (19)

giving

F =
[
0 λ− 2u
1 0

]
, G =

[ −2z 4(u+ λ)(2u− λ) + 2p
−4(u+ λ) 2z

]
, (20)

with a Lax pair written as differentials of the components of y:

dy1 = (λ− 2u)y2 dx+ {[4(u+ λ)(2u− λ) + 2p]y2 − 2zy1} dt,
dy2 = y1 dx+ [2zy2 − 4(u+ λ)y1] dt.

(21)

It should be noted here that WE use the auxiliary variables in the Lax pair equations (which
they call “pseudopotentials”) to help derive Bäcklund transformations.
One can see that this method is most suited for differential equations in two independent

variables, since the prolongation form is simply a 1-form. The three independent variable case
is much harder. We can see why, from a differential form standpoint, by noting that the ideal of
forms representing equations with n independent variables generally requires n-forms (although
there are exceptions). As an example, we give the KP equation

3utt + 6(uux)x + uxxx + 3uxy = 0, (22)

and with new variables p, r, z and w defined by

p = ux, r = px, z = wx = −(3/4)ut (23)
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this becomes

wt = (3/2)up+ (1/4)rx + (3/4)uy. (24)

An ideal of 3-forms representing the KP equation is (where the ∧ is suppressed):

(du dt− p dx dt) dy,
(dp dt− r dx dt) dy,
(dw dt− z dx dt) dy,
(dp dx− (4/3) dz dt) dy,
(dw dx+ (3/2)up dx dt+ (1/4) dr dt) dy + (3/4) du dx dt.

(25)

The difficulty in such cases arises in trying to construct a prolongation form. If we simply
write it as a 1-form in three variables, then its exterior derivative is a 2-form, and its vanishing
cannot be achieved with the 3-forms in the ideal.
H. Morris’ approach [5], motivated by the WE method and here called the MWE method,

does not use forms. He proceeded by assuming the equations

ζx = −Fζ −Aζy,

ζt = −Gζ −Bζy,
(26)

where A and B are constant matrices, with F and G being matrix functions of u, p, r, z and w,
and by assuming integrability. After writing out the integrability condition and substituting from
Eq. (26) where possible, he set the coefficients of ζ, ζy and ζyy to zero, yielding the following
equations (to be taken modulo the field equations, in other words to be satisfied if the field
equations are satisfied):

[A,B] = 0,
[G,A] + [B,F ] = 0,
Ft −Gx + [G,F ] +BFy −AGy = 0.

(27)

Note that the equations are now more complicated than just relations among commutators.
Morris’ approach suggested to the author an approach to the three-variable problem using

differential forms [4]. While this has some interest, it appears rather artificial. It is not needed
here.
A solution of Morris’ equations, given by himself and corrected in [4], has this set of matrices,

where k is a constant:

A = (3/4)


 0 0 0
0 0 0
1 0 0


 , B = −(3/4)


 0 0 0
1 0 0
0 1 0


 ,

F =


 0 −1 0
3u/4 0 −1
w − k 3u/4 0


 , G =


 u/4 0 1

−w + k + p/4 −u/2 0
r/4 + 9u2/16 −w + k − p/4 u/4


 .

(28)

Equation (26), with these matrices, now constitutes a Lax pair for the KP equation.
We now go back to Estevez’ paper and equation. We write her Lax pair in matrix form,

defining new variables:

Ct =M(Cxx + 2qC), Cxy = QCy − pC, (29)
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with

q = mx, r = mxy, p = my, z = ny =
∫

mty dx, s = rx (30)

and

Q = (r1 + zM)/(2p), M =
[
1 0
0 −1

]
, (31)

where 1 in Q is the 2× 2 unit matrix and C is a 2-component column matrix. We note that her
original equation, in the new variables, is

0 = p2(zt − sx) + r
(
z2 − r2

)
+ 2p(rs− zzx)− 4p3qx, (32)

where zx = pt.
Let us now attempt to use the MWE method to find this Lax pair. We assume equations

exactly like Eq. (26),

ζx = −Aζy − Fζ,

ζt = −Bζy −Gζ,
(33)

where F and G are matrix functions of m, n, p, q, r, s and z. The equations easily show that F
is independent of n, q, r and s and is linear in z. Continuing the process eventually leads to
a trivial solution. Interchanging independent variables in Eq. (33) does not lead to a solution
either. Thus, the MWE method does not work, indicating that there is not a Lax pair of the
form (33).
So we attempt to generalize the MWE method (denote this by GMWE). We try the following,

noting that it uses a particular assumed structure, motivated by knowing the answer already!
Assume a pair of differential equations for the column vector C from above:

Ct = FCxx +GCx +HC,

Cxy = KCx + LCy +NC,
(34)

where F , G, H, K, L and N are matrix functions of m, n, p, q, r, s and z, and assume
integrability: (Ct)xy = (Cxy)t, substituting for Ct and Cxy from these equations, wherever
possible. One gets a complicated matrix equation with terms linear in Cxxx, Cxx, Cx, Cy and C.
We equate the coefficients to zero. After some simplification, such as substitution of Fy from
the first of these into other equations, we get

Fy = [K,F ],
Gy = [K,G] + [LK +N,F ]− FKx −KxF,

Lt = [H +GL+ FL2, L] + Fx(Lx + L2) + F (Lxx + 2LxL)
+ [F,L]Lx +GxL+GLx +Hx,

Nt = (2FLx + FxL)N + [H,N ] + [F,L](Nx + LN) + FNxx

+ FxNx +GxN +GNx +Hxy − LHy −KHx + [G,L]N,

Kt = [G,N + LK] + [F,LN + L2K] + [H,K] +KxG+ (N + LK −Kx)Fx

+ (LxK + 2LKx −Kxx +Nx)F + F (Nx + LxK) +Hy.

(35)

Obviously further simplification is needed. We take some hints from the known answer;
choose K = G = 0. Then Fy = 0, yielding

0 = Fmp+ Fnz + Fppy + Fqr + Frry + Fssy + Fzzy. (36)
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The coefficients of p, z, etc., must vanish, giving all derivatives of F zero, so that F is constant.
The remaining equations become

0 = [F,N ],
0 = Hy +NxF + FNx + [F,LN ],
Lt = F (Lxx + 2LxL+ LLx)− LFLx +Hx + [FL2 +H,L],
Nt = F (Nxx + LNx + 2LxN)− L(FNx +Hy) +Hxy + [F,L]LN + [H,N ].

(37)

The second of these suggests that N and H be taken as functions of separate variables whose
x- and y-derivatives are equal. p and q appear to be the obvious variables. We write H = H(q)
and N = N(p), substitute, and cancel qy(= px). Then the second equation yields

H ′ = −N ′F − FN ′, [F,LN ] = 0. (38)

Since F is constant, the fact that it commutes with N also means that it commutes with N ′. We
assume F to have an inverse. Then separation of variables in the first of Eq. (38) and dropping
matrix integration constants gives

H = aq, N = cp, (39)

where a and c are constant matrices and c = −(1/2)aF−1. We note that F , a and c now all
mutually commute. We assume that c has an inverse; then F commutes with L and with Lx as
well.
Substitution of these expressions into the last of Eq. (37) gives, after simplification,

2FLxcp = −(Fc+ a)pxx + Lamxy + czx. (40)

Multiplying by the inverses of F and c gives the equation

2pLx = 1pxx − 2Lpx + F−1zx (41)

which can be integrated and solved for L, giving

L = (1r + F−1z + U)/(2p), (42)

where U is a matrix integration constant satisfying [F,U ] = 0.
The third of Eq. (37) now becomes, after using [F,L] = 0,

F (Lxx + 2LxL) +Hx + [H,L] = Lt. (43)

We substitute for L from Eq. (42) and find, after substituting for various derivatives, for zt from
Eq. (32), multiplying by 2p3, and canceling some terms,

F
[−3prs+ 2r3 +

(
2r2 − ps

)
U

]
+ 1

(−2przx − psz + 2zr2
)

+
[
F

(
ps− r2

)
+ 1(pzx − rz)− rFU

] (
1r + F−1z + U

)
+ 2p3qxa+ p2q[a, U ]

= −1przx − pzxU + F−1
(
4p3qx + pzzx − 2prs+ r3 − rz2

)
.

(44)

By comparing terms we see immediately that F = F−1 and a = 2F, so that c = −1. The zx

term shows that U = 0; then the remaining terms cancel identically. If one now takes

F =M =
[
1 0
0 −1

]
(45)

one gets Estevez’ Lax pair Eq. (29).
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What could be done to try simplifying Eq. (35) in some other way? We can assume that all
matrices commute. Then F is constant for the same reason as before. However, one gets this
equation for G and K:

Gy = −FKx −KxF. (46)

By the same argument used for H and N above, we may write

K = Ap, G = −2FAq, (47)

where A is constant. We assume that F and A have inverses. The remaining equations are

Kt = KxG+ 2KFLx + 2LFKx + F (2Nx −Kxx) +Hy,

Lt = F (Lxx + 2LLx) + LGx +GLx +Hx,

Nt = F (Nxx + 2NLx) +NGx +GNx +Hxy −KHx − LHy.

(48)

Motivated by the first of these equations we take H = H(q) since y-derivatives of other variables
cannot be expressed in terms of the variables we are using. We expand Nx in terms of derivatives
with respect to z, p, q and r and set coefficients of zx and qx to zero, giving expressions for Nz

and Nq. Integration of those equations yields

N = (1/2)F−1Az − pAL+W (p, r). (49)

Substitution into the remaining part of the equation yields an equation linear in s. Setting the
coefficients equal to zero gives finally

N = (1/2)F−1Az − pAL+ rA− pC + E,

H = FA2q2 + 2FCq +D,
(50)

where C, D and E are constant.
Substitution of these results into the equation for Nt with elimination of Lt and zt (from

Eq. (32)) gives an equation which could be integrated on x to give L, were it not for a term
−2F−1Apqx. This fact seems to show that A must be zero after all, giving a contradiction. Thus,
at the least, A does not have an inverse and perhaps should be taken to be zero, leading to the
previous case.
We can approach this from a slightly different point of view. Let us ask what NLPDE is

consistent with the Lax pair (34) we have assumed. To simplify we will assume that all matrices
commute, as before. We get a constant F as before. We assume some basic field m with q = mx,
p = my. We get G = −2qFA + B and K = qA + C, where B and C are constant, similar to
previous results. For reasons similar to the previous ones, we take A = 0. Thus G and K are
constant. Furthermore, it seems appropriate and useful to take K = 0. Calculation for H, N
and L proceeds much as before. We finally get an equation where, in order to make all terms
proportional to the same matrix, we merely need to assume F−1 is proportional to F and c is
proportional to 1, giving F 2 = λ1 and c = µ1, where λ and µ are constants. µ can be absorbed
by change of variables. So we have a slightly more general equation than Estevez:

0 = −m2
ymxxxy +mxy

(
2mymxxy −m2

xy

) − 4m3
ymxx

+λ−1
(
mxyn

2
y − 2nymymyt +m2

ynyt

)
.

(51)

We can also generalize by taking H = H(q,m), N = N(p) when solving for those two
quantities. We get

N = cp, H = −(Fc+ cF )q +Q(m). (52)
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We assume that F and c have inverses, and this enables explicit solution for several quantities.
This all reduces eventually to the same equation as before.
One can ask what the most general equation is that is consistent with a generalized Lax pair

of the type, say,

Ct = FCxx +GCx +HC +ACyy +BCy,

Cxy = KCx + LCy +NC.
(53)

The equations resulting from this are very complicated and nothing has been done with them.
In summary, one can see that trial of a Lax pair of the generalized form (34) or something

like it could perhaps work for some equations, as a generalization of (33). Chances are that any
particular guess will not work for a new NLPDE that one might have; but this at least gives
some suggestions for how one might look for a Lax pair using matrices. Defining new variables
might motivate the linear structure that one might try. A general approach is not available.
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