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The symmetry and exact solutions
of the non-linear d’Alembert equation
for complex fields
W.I. FUSHCHYCH, I.A. YEHORCHENKO

The non-linear wave equations for the complex scalar field invariant under a conformal
group are constructed and multiparametrical exact solutions of certain non-linear
complex d’Alembert equations are found.

1. The non-linear wave equation
The non-linear wave equation

pµpµu + F (u) = 0

for the real function u = u(x0 ≡ t, x1, . . . , xn) is invariant under the extended Poincaré
algebra A1P (1, n) ≡ 〈Pµ, Jµν ,D〉

Pµ = pµ = igµν
∂

∂xν
, Jµν = xµpν − xνpµ, (1)

where D is the dilation operator (D = xµpµ + αupu) iff F (u) = λuk [4].
The classical and quantum scalar field, as is well known (see [1]), is described by

the wave equation for the complex function u. Therefore it is interesting to construct
the classes of non-linear wave equations invariant under wider groups than the Poi-
ncaré group. In the case of real fields, as was shown by Fushchych and Serov [4],
there exist only two classes of such non-linear fields. In the complex case there are
wide classes of fields invariant under groups which include the Poincaré group P (1, n)
as the subgroup.

In the present paper for the classical complex field u we construct the non-linear
second-order wave equations

pµpµu + F (u, u∗, uα, u∗
α) = 0, uα ≡ ∂u

∂xα
, u∗

α ≡ ∂u∗

∂xα
, α, µ = 0, 1, . . . , n (2)

(the asterisk designates the complex conjugation and we indicate the sum by repeating
indices: pµpµ = p2

0−p2
1−· · ·−p2

n) invariant under the following Lie algebras (containing
as subalgebra the Poincaré algebra AP (1, n) = 〈PµJµν〉 with the basic elements (1)):

A
(1)
1 ≡ A

(1)
1 P (1, n) ≡ 〈Pµ, Jµν ,D1〉.

The dilation operator D1 has the form

D1 = xµpµ − λ(upu + u∗pu∗), pu = −i
∂

∂u
, pu∗ = −i

∂

∂u∗ .

A
(2)
1 ≡ A

(2)
1 P (1, n) ≡ 〈Pµ, Jµν ,D2〉.
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The dilation operator D2 has the form

D2 = xµpµ − λ(pu + pu∗).

A2 ≡ A2P (1, n) ≡ 〈Pµ, Jµν ,D1, Q〉.
The operator of charge has the form

Q = u∗pu − upu∗ .

A
(1)
3 ≡ A(1)C(1, n) ≡ 〈Pµ, Jµν ,D1,K

(1)
µ 〉.

The operators K
(1)
µ generating the conformal transformations have the form

K(1)
µ = 2xµD1 − xνxνpµ.

A
(2)
3 ≡ A(2)C(1, n) ≡ 〈Pµ, Jµν ,D1,K

(1)
µ , Q〉.

A
(3)
3 ≡ A(3)C(1, n) ≡ 〈Pµ, Jµν ,D2,K

(2)
µ 〉.

K(2)
µ = 2xµD2 − xνxνpµ.

To describe the invariant equations of the form (2) we need the differential inva-
riants of the zero and first order for the algebras A

(1)
1 , . . . , A

(3)
3 . As is well known

(see, e.g. [7]) these invariants are solutions of the system

1

XiΦ(u, u∗, uα, u∗
α) = 0, (3)

where
1

Xi are the first prolongations of the basis operators of the corresponding
algebras.

Not going into details we adduce the explicit form of the invariants for the algebras

AP (1, n) : u, u∗, r1 = uαuα, r2 = uαu∗
α, r3 = u∗

αu∗
α,

A
(1)
1 :

u

u∗ ,
r1

r2
,

r3

r2
,

r2
1

u2(λ−1)
,

A
(2)
1 : u − u∗,

r1

r2
,

r3

r2
, r

λ/2
1 exp u,

AP (1, n) ⊕ Q : u2 + u∗2, r1 + r3, r2
2 − r1r3, R = u∗2r1 − 2uu∗r2 + u2r3,

A2 :
(r1 + r3)2

(u2 + u∗2)λ−1
,

r2
2 − r1r2

(r1 + r3)2
,

R

(u2 + u∗2)(r1 + r3)
,

A
(1)
3 (λ �= 0) :

u

u∗ ,
R

u4−2/λ
,

A
(1)
3 (λ = 0) : u, u∗,

r1

r2
,

r3

r2
,

A
(2)
3 (λ �= 0) : R(u2 + u∗2)1/λ−2,

A
(2)
3 (λ = 0) : u2 + u∗2,

r2
2 − r1r3

(r1 + r3)2
,

R

r1 + r3
,

A
(3)
3 (λ �= 0) : u − u∗, (r1 − 2r2 + r3)λ/2 expu.

(4)
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These systems of invariants are complete when n ≥ 3.
The classification of the non-linear equations for the complex scalar field invariant

under the enumerated algebras gives the following theorem.

Theorem. Equation (2) is invariant under the algebras

AP (1, n) when F = ϕ(ω),

A
(1)
1 when F = u1−2/λϕ(ω),

A
(2)
1 when F = exp(u)ϕ(ω),

A2 when F = (u2 + u∗2)−1/λ(uf(ω) + iu∗g(ω)),

A
(1)
3 , λ �= 0 when F =

2λ + n − 1
2λu

r1 + u1−2/λϕ(ω),

when λ = 0 there are no invariant equations of the form (2);

A
(2)
3 , λ =

1 − n

2
when F = (u2 + u∗2)2/(n−1)(uf(ω) + iu∗g(ω))

(when λ �= (1 − n)/2 there are no invariant equations of the form (2));

A
(3)
3 , λ �= 0 when F =

n − 1
2λ

r1 + exp
(
− 2

λ
u

)
ϕ(ω)

(here we designate as f and g arbitrary real and as ϕ arbitrary complex functions,
ω are invariants of the corresponding algebras).

To prove the theorem it is necessary to use the Lie invariance condition in the
form

2

XiL
∣∣∣L = 0
L∗ = 0

= 0

where L = �u − F (u, u∗, uα, u∗
α) (�u = pµpµu),

2

Xi are the second prolongations of
the basis elements of the algebras being considered, which we resolve with respect to
the unknown function for every algebra.

A similar theorem can be formulated and proved for the system of two wave
equations for the pair of real functions.

The classification of the general quasilinear Poincaré-invariant equation for the
complex scalar function is adduced by Fushchych and Yehorchenko [5].

2. The solutions of wave equations for the complex function
Let us consider the equation

�u = F (u, u∗) (5)

which is invariant under the Poincaré algebra (1). Its solutions can be found with
the help of the reduction with respect to subalgebras of AP (1, n) as was done in the
real case by Fushchych and Serov [4] or Winternitz et al [8] but such reduction leads
mostly to systems of ordinary differential equations not solvable in quadratures; one of
the ways to avoid this difficulty was suggested by Grundland and Tuszynski [6]. To
find the exact solutions of (5) it is advisable to search especially for ansatze leading
to systems of differential equations solvable in quadratures.



566 W.I. Fushchych, I.A. Yehorchenko

Using the ansatz (see, e.g., [3, 4])

u = ϕ(ω), u∗ = ϕ∗(ω), ω = ω(x) (6)

we come to the system

ωµωµϕ̈ + �ωϕ̇ = F (ϕ,ϕ∗),

ωµωµϕ̈∗ + �ωϕ̇∗ = F ∗(ϕ,ϕ∗), ϕ̇ =
dϕ

dω
.

(7)

The condition of separation of variables in the system (7) is that the new variable
ω must satisfy the conditions

�ω = χ(ω), ωµωµ = T (ω), (8)

where χ, T are arbitrary functions (not equal simultaneously to zero).
Thus to find exact solutions of (5) in the form (6) it is sufficient to solve the

system (8) and

T (ω)ϕ̈ + χ(ω)ϕ̇ = F (ϕ,ϕ∗),
T (ω)ϕ̈∗ + χ(ω)ϕ̇∗ = F ∗(ϕ,ϕ∗).

(9)

To solve the system (8) we use the results of Collins [2], where similar systems for
the functions of three independent variables were investigated. The partial solutions of
the system (8) when µ = 0, 1, . . . , n, T (ω) = 1, χ(ω) = N(ω − A)−1, N = 0, 1, . . . , n,
A = const, are given in Table 1. Evidently when n > 2 they are not general solutions.

Table 1

N Solutions Conditions on parameters

0 ω + αy + F (βy) (αy = α0y0−
−α1y1 − · · · − αnyn)

F is an arbitrary function of βy, yν = xν + aν ,
aν = const, α2 = 1, β2 = αβ = 0

1, . . . , n ω − A = [(αiy)(αiy)]1/2 αi
µαj

µ = δij , i, j = 1, . . . , N + 1, yν = xν + aν ,
aν = const

Below we consider systems of the form (5)

�u = λu(uu∗)k,

�u∗ = λ∗u∗(uu∗)k,
(10)

�u = (λ1u + iλ2u
∗)(u2 + u∗2)k,

�u = (λ1u
∗ − iλ2u

∗)(u2 + u∗2)k
(11)

(λ1, λ2, k are arbitrary real numbers and λ is an arbitrary complex number), which
are invariant corresponding with respect to the operators Q1 = u∂u − u∗∂u∗ and
Q2 = u∗∂u − u∂u∗ (the operator of charge).

The system (9) with T (ω) = 1, χ(ω) = N/(ω − A) and ω from Table 1, for (10)
takes the form

N

ω − A
ϕ̇ + ϕ̈ = λϕ(ϕϕ∗)k,

N

ω − A
ϕ̇∗ + ϕ̈∗ = λ∗ϕ∗(ϕϕ∗)k,

(12)
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where N = 0, 1, . . . , n; for (11) the system (9) takes the form

N

ω − A
ϕ̇ + ϕ̈ = (λ1ϕ + iλ2ϕ

∗)(ϕ2 + ϕ∗2)k,

N

ω − A
ϕ̇∗ + ϕ̈∗ = (λ1ϕ

∗ − iλ2ϕ)(ϕ2 + ϕ∗2)k.

(13)

It is convenient to search for solutions of (12) in the form

ϕ = reiθ, ϕ∗ = re−iθ (14)

for solutions of (13) in the form

ϕ = r

(
1 + i

2
√

2
eθ +

1 − i

2
√

2
e−θ

)
, ϕ∗ = r

(
1 − i

2
√

2
eθ +

1 + i

2
√

2
e−θ

)
. (15)

For the real functions r = r(ω) and θ = θ(ω) we obtain the system

N

ω − A
ṙ + r̈ + κθ̇2r = λ1r

2k+1,

N

ω − A
θ̇r + 2ṙθ̇ + rθ̈ = λ2r

2k+1.

(16)

Here λ = λ1 + iλ2, κ = −1 for (12) and κ = 1 for (13).
Let N = 0. With an arbitrary k and λ2 = 0 the system (16) has the general

solution in the parametrical form (λ = λ1):

ω =
∫ (

λ

k + 1
r2k+2 +

κc2
1

r2
+ c2

)−1/2

dr + c3,

θ = c1

∫
r−2

(
λ

k + 1
r2k+2 +

κc2
1

r2
+ c2

)−1/2

dr + c4,

(17)

When k = −2 we obtain the general solution of (16) in explicit form in elementary
functions

r =
(

c2(ω + c3)2 +
λ − κc2

1

c2

)1/2

,

θ =




c1

(λ − κc2
1)1/2

tan−1 c2(ω + c3)
(λ − κc2

1)1/2
+ c4, λ − κc2

1 > 0,

c1

2(κc2
1 − λ)1/2

ln
∣∣∣∣ω + c3 + c−1

2 (κc2
1 − λ)1/2

ω + c3 − c−1
2 (κc2

1 − λ)1/2

∣∣∣∣ , λ − κc2
1 < 0,

− c1

(c2(ω + c3)
, λ = κc2

1,

(18)

c1 �= 0, c2, c3, c4 are arbitrary real numbers. (If c1 = 0, θ = const.)
Note 1. The solvability of systems of ordinary differential equations in quadratures
is connected with their wide symmetry. Systems of the form (12) can be reduced to
systems of four first-order equations and we may suppose that for their solvability in
quadratures it is necessary for the range of basis of their invariance algebra to be
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not less than 4 [7]. However, this condition is not sufficient. The system (12) when
k = −2, N = 0 has the maximal invariance algebra among systems of such form with
the basis operators

∂ω, ω∂ω +
1
2
(ϕ∂ϕ + ϕ∗∂ϕ∗), ω2∂ω + ω(ϕ∂ϕ + ϕ∗∂ϕ∗), ϕ∂ϕ − ϕ∗∂ϕ∗

but when λ2 �= 0 it reduces to a Riccati equation not solvable in quadratures.

The system (16) when N �= 1, N �= 2, k = (N − 2)(N − 1)−1 by the substitution
t = (ω − A)N−1, r = (ω − A)1−Nρ can be reduced to the form

ρ̈ + κθ̇2ρ = λ1ρ
2k+1, 2ρ̇θ̇ + ρθ̈ = λ2ρ

2k+1.

We obtain its solutions in parametrical form (λ2 = 0) and from them we obtain
the solutions of (16)

r = ρ

[
c3 + (N − 1)

∫ (
λ

k + 1
ρ2k+2 +

κc2
1

ρ2
+ c2

)−1/2

dρ

]
,

θ = c1(N − 1)2
∫

ρ−2

(
λ

k + 1
ρ2k+2 +

κc2
1

ρ2
+ c2

)−1/2

dρ + c4,

ω =

[
c3 + (N − 1)

∫ (
λ

k + 1
ρ2k+2 +

κc2
1

ρ2
+ c2

)−1/2

dρ

]1/(N−1)

+ A,

(19)

c1 �= 0, c2, c3, c4 are arbitrary constants chosen for r, θ to be real.
From solutions (17)–(19) and substitutions (14) and (15) we obtain the solutions of

(12) and (13) respectively. With ω from Table 1 we get solutions of the initial systems
(10) and (11).

As (10) and (11) are invariant with respect to the scale transformations it is
possible to find ansatze reducing them to the first-order differential equations which
have more chances to be solved in quadratures. We search for such ansatze in the
form

u = f(x)Φ(ω), u∗ = f(x)Φ∗(ω). (20)

The corresponding conditions on f and ω are as follows:

�f(x) = F (ω)f2k+1(x),
f�ω + 2fµωµ = G(ω)f2k+1(x),
ωµωµ = 0,

(21)

where F , G are arbitrary functions.
It is interesting enough to investigate the system (21) itself but here we do not go

into this matter and adduce only some solutions:

f(x) = [(βix)(βix)]a, ω =
αx

[(βix)(βix)]b
,

a = − 1
2k

, α2 = αβi = 0, βi
µβi

µ = δij , b = 0, 1,

(22)

the sum by i is implied, i = 1, . . . ,m, m ≤ n, 1 − 2a �= m, when b = 1.
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For the ansatz (20) with f , ω from (22) we obtain the reduced equations and their
solutions.

For equations (10)
(i) b = 0, m + 2a − 1 �= 0

Φ′ω + Φ
m + 2a − 1

2
=

λ

4a
Φ(ΦΦ∗)k,

Φ = c
(
ωk(m+2a−1) − c1

)−1/2k

×

× exp
iλ2

λ1

(
(ln ω)

m + 2a − 1
2

− 1
2k

ln
(
ωk(m+2a−1) − c1

))
,

cc∗ =
(

1
λ1

2a(m + 2a − 1)
)1/k

;

(23)

(ii) b = 0, m + 2a − 1 = 0

Φ = c(λ1k
2 ln ω + c1)−(λ1+iλ2)/2kλ1 , cc∗ = 1; (24)

(iii) b = 1

Φ′ω − aΦ =
λ

2(m + 2a − 1)
Φ(ΦΦ∗)k,

Φ = cω−iλ2/2kλ1 |1 − c1ω|−λ2/2kλ1 , cc∗ =
(
−2a(m + 2a − 1)

λ1

)1/k

.

(25)

In a similar way solutions of (11) can be obtained; if Φ has the form (15) then
(i) b = 0, m + 2a − 1 �= 0

r =
(
1 − c1ω

k(m+2a−1)
)−1/2k

[(m + 2a − 1)4a]1/2k(λ1 + λ)−1/2k,

θ =
λ1 − λ2

λ1 + λ2

(
m + 2a − 1

2
ln ω − 1

2k
ln

∣∣∣1 − c1ω
k(m+2a−1)

∣∣∣) ;
(26)

(ii) b = 0, m + 2a − 1 = 0

r = (2k2(λ1 + λ2) ln ω + c1)−1/2k,

θ = − 1
2k

λ1 − λ2

λ1 + λ2
ln |k2(λ1 + λ2) ln ω + c1|;

(27)

(iii) b = 1, m + 2a − 1 �= 0

r =
(
−a(m + 2a − 1)

λ1 + λ2

)1/2k

(1 − c1ω)−1/2k,

θ = − 1
2k

λ1 − λ2

λ1 + λ2
(ln ω + ln |1 − c1ω|).

(28)

Substituting the obtained solutions (23)–(28) of the reduced equations into the
ansatz (20) and (22) we get the multiparametrical families of exact solutions of (10)
and (11) correspondingly.
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The ansatz (20) and (22) when b �= 0, b �= 1 allows us to obtain the reduced
equations of the second order

Φ′′ω24b(b − 1) + Φ′ω[4b2 − 2b(m + 1) + 4a(1 − 2b)] +
+ 2aΦ(2a + m − 1) = λΦF (Φ,Φ∗),

F = (ΦΦ∗)k for (10), F = (Φ2 + Φ∗2)k for (11).

(29)

We can adduce the parametrical solutions of (29) when

b =
2a

m + 4a − 1
, λ = λ∗ (λ2 = 0, λ = λ1),

ω =
∫ (

λ

k + 1
r2k+2 +

κc2
1

r2
+ c2 + Br2

)−1/2

dr + c3,

θ = c1

∫
r−2

(
λ

k + 1
r2k+2 +

κc2
1

r2
+ c2 + Br2

)−1/2

dr + c4,

B =
1
4
(r + 4a − 1)2,

(30)

κ = −1 and the representation (14) for Φ is taken for (10), and κ = 1 and the
representation (15) for Φ is taken for (11).

3. The conformally invariant families of solutions
Let us consider the conformally invariant system of the form (2) (n = 2)

�u = u3F

(
u

u∗ ,
R

(uu∗)3

)
, �u∗ = u∗3F ∗

(
u

u∗ ,
R

(uu∗)3

)
, (31)

where R is defined in (4).
We obtain here the conformally invariant families of solutions of (31) with certain

F using the formulae of conformal reproduction of solutions.
We used the ansätze (20), where

ω = αx, f = (x2)−1/2, (32a)

ω = αx/x2, f = (x2)−1/2, (32b)

ω = αx, f = [x2 − 2εxδx + δ2(εx)2]−1/2, (33a)

ω = αx, f = [2αxβx − β2(αx)2 + c(αx)]−1/2, (33b)

where α2 = ε2 = αε = αδ = 0, αβ = εδ = 1.
When u, u∗ are defined from the ansätze (20), (32) and (33), R ≡ 0. Then the

reduced equations have the form

κΦ − 2Φ̇ω = Φ3F

(
Φ
Φ∗

)
, κΦ∗ − 2Φ̇∗ω = Φ∗3F ∗

(
Φ
Φ∗

)
, (34)

where κ = −1 for (32), κ = 1 for (33).
The solution of (34) in parametrical form can be obtained for arbitrary F .
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The multiparametrical conformally invariant families of solutions we adduce for
the equations are

�u = (u2 + u∗2)(g1u + ig2u
∗),

�u∗ = (u2 + u∗2)(g1u
∗ − ig2u),

(35)

�u = (g1 + ig2)u(uu∗),
�u∗ = (g1 − ig2)u∗(uu∗),

(36)

where g1, g2 are real functions of R(u2 + u∗2)−3.
Their families of solutions are non-reproducible by conformal transformations and

given by the following formulae. The solutions of (35) are

u = f(x)ωκ/2

(
c2

1 + i

4
|c1 + κωκA1|−(A1+A2)/2A1 +

+ c−1
2

1 − i

4
|c1 + κωκA1|−(A1−A2)/2A1

)
,

Aj = gj(o), A2 �= 0, cj ∈ R, c1 = 0 (j = 1, 2)

and the solutions of (36) are

u = f(x)ωκ/2|A1κωκ + c1|−1/2 exp
[
i

(
c2 − A2

2A1
ln |c1 + A1κωκ|

)]
,

f(x) and ω being substituted from Table 2 and κ being defined from the corresponding
ansätze (32) or (33).

Table 2

Ansatz κ ω {f(x)}−2

(32b) −1
αx + ατx2 + abσ(τ, x)

x2 + 2bx + 2bτx2 + b2σ(τ, x)
σ(τ, x)[x2 + 2bx + 2bτx2 + b2σ(τ, x)]

(32a) −1

(33b) 1 (σ(τ, x))−1[αx+ατx2+αbσ(τ, x)]
ωσ(τ, x)[2(βx + βτx2) − β2(αx+
+ατx2) + (c + 2bβ − β2αb)σ(τ, x)]

(33a) 1

−(εx + ετx2)(δx + δτx2) + δ2(αx+
+ετx2)2 + σ(τ, x)[x2 + 2bx + 2bτx2−
−2bδ(εx + ετx2) − 2bε(δx + δτx2)+
+δ22εb(εx + 2ετx2)+
+σ(τ, x)(b2 − 2bεbδ + δ2(εb)2]

σ(τ, x) = 1 + 2τx + τ2x2, bµ, τµ are arbitrary parameters.
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