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On subalgebras of the Lie algebra
of the extended Poincaré group P̃ (1, n)

L.F. BARANNIK, W.I. FUSHCHYCH

Some general results on the subalgebras of the Lie algebra AP̃ (1, n) of the extended
Poincaré group P̃ (1, n) (n ≥ 2) with respect to P̃ (1, n) conjugation have been obtai-
ned. All subalgebras of AP̃ (1, 4) that are nonconjugate to the subalgebras of AP (1, 4)
are classified with respect to P̃ (1, 4) conjugation. The list of representatives of each
conjugacy class is presented.

1. Introduction
The systematic study of subalgebras of quantum mechanics transformation al-

gebras was begun in the fundamental paper by Patera, Winternitz and Zassenhaus
(PWZ) [1] in which the general method for classifying the subalgebras of a finite-
dimensional Lie algebra with a nontrivial solvable ideal with respect to some group
of automorphisms was suggested. This method is applied to classify all subalgebras
of Lie algebras of the following groups: the Poincaré group P (1, 3) [1], the extended
Poincaré groups P̃ (1, 2) [2], P̃ (1, 3) [3], the de Sitter groups O(1, 4) [4], O(2, 3) [5],
the optical groups Opt(1, 2) [5], Opt(1, 3) [6], the Euclidean group E(3) [7], the
Schrödinger group Sch(2) [8], and the extended Schrödinger group S̃ch(2) [8], the
Poincaré group P (1, 4) [9–11], the Euclidean group E(5) [12, 13], the Galilei group
G(3) [12], and the extended Galilei group G̃(3) [12]. The application of the general
method had allowed us to study the subalgebras structure of the Lie algebra of the
generalized Euclidean group E(n) (n ≥ 2) [13]. The subalgebras of the algebras
AP (1, 3), AG(3), and AG̃(3) were described by another method [14–17].

The PWZ method needs the development for particular classes of algebras of its
generality. In the present paper we give the further development of the PWZ method
for extended Poincaré algebras AP̃ (1, n) (n ≥ 2), denoted also by ASim(1, n). The
necessity in the description of subalgebras of AP̃ (1, n) follows from certain problems
of theoretical and mathematical physics [1]. In particular, knowledge of the algebra
AP̃ (1, n) subalgebras gives us the possibility to study the symmetry reduction for the
relativistically invariant scalar differential equation

Φ
(
�u, (∇u)2, u

)
= 0,

where

�u = ux0x0 − ux1x1 − · · · − uxnxn
,

(∇u)2 = (ux0)
2 − (ux1)

2 − · · · − (uxn
)2,

and Φ is a sufficiently smooth function [18–20]. The description of the algebra
AP̃ (1, n) subalgebras allows us to solve the problem of the reduction of AP̃ (1, n)
algebra representations on its subalgebras [21, 22].

J. Math. Phys., 1987, 28, № 7, P. 1445–1458.



On subalgebras of the Lie algebra of the extended Poincaré group P̃ (1, n) 151

In Sec. 2 we describe the maximal reducible subalgebras of the algebra AÕ(1, n),
and in Sec. 3 we describe the completely reducible subalgebras of the algebra AÕ(1, n)
= AO(1, n) ⊕ 〈D〉, where D is the dilatation generator. Section 4 is devoted to study
of the subalgebras of the extended Galilei algebra AG̃(n − 1), which is one of the
important subalgebras of the AP (1, n) algebra. In Sec. 5 which is the logical sequel to
Sec. 4, a number of assertions on subalgebras of the normalizer of isotropic subspace
of the Minkowski space M(1, n) in algebra AP̃ (1, n) are conceived. Classification of
the AP̃ (1, n) algebra subalgebras with respect to the P̃ (1, 4) conjugation is carried
out in Sec. 6. The conclusions are summarized in Sec. 7.

2. Maximal reducible subalgebras of the algebra AÕ(1, n)
In this section we describe the maximal reducible subalgebras and the maximal

Abelian subalgebras of the algebra AÕ(1, n).
Let R be the real number field; 〈Y1, . . . , Ys〉 is a vector space or Lie algebra

over R with the generators Y1, . . . , Ys; Rm is the m-dimensional arithmetical vector
space over R; U = M(1, n) is (1 + n)-dimensional pseudo-Euclidean space with the
scalar product

(X,Y ) = x0y0 − x1y1 − · · · − xnyn; (2.1)

O(1, n) is the group of the linear transformations of M(1, n) which conserve (X,X)
for every X ∈ M(1, n); Eq is the unit matrix of degree q. We suppose that O(1, n) is
realized as the group of the real matrices of degree n + 1.

We call the extended Poincaré group P̃ (1, n) the multiplicative group of the matri-
ces (

λ∆ Y
0 1

)
,

where ∆ ∈ O(1, n), λ ∈ R, λ > 0, Y ∈ Rn+1.
We denote by AG the Lie algebra of the Lie group G. Using the definition of Lie

algebra, we find that AO(1, n) consists of matrices

X =



0 α01 α02 · · · α0,n−1 α0n

α01 0 α12 · · · α1,n−1 α1n

α02 −α12 0 · · · α2,n−1 α2n

...
...

...
. . .

...
...

α0,n−1 −α1,n−1 −α2,n−1 · · · 0 αn−1,n

α0n −α1n −α2n · · · −αn−1,n 0


. (2.2)

Let Eik be the matrix of degree n + 2 which has the unity on the cross of ith line
and kth column and zeros on the other places (i, k = 0, 1, . . . , n + 1). It is easy to get
that the basis of the algebra AP̃ (1, n) is formed by the matrices

D = E00 + E11 + · · · + Enn, J0a = −E0a − Ea0, Jab = −Eab + Eba,

P0 = E0,n+1, Pa = Ea,n+1 (a < b, a, b = 1, . . . , n).

The basis elements satisfy the following commutation relations:

[Jαβ , Jγδ] = gαδJβγ + gβγJαδ − gαγJβδ − gβδJαγ , Jβα = −Jαβ ,

[Pα, Jβγ ] = gαβPγ − gαγPβ , [Pα, Pβ ] = 0, [D, Jαβ ] = 0, [D, Pα] = Pα,
(2.3)

where g00 = −g11 = · · · = −gnn = 1, gαβ = 0, when α �= β (α, β = 0, 1, . . . , n).
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The generators of turning Jαβ generate the algebra AO(1, n) and the translation
Pα the commutative ideal N , and moreover AP̃ (1, n) = N ⊂+(AO(1, n) ⊕ 〈D〉). Let
Õ(1, n) = {λEn+1|λ ∈ R, λ > 0} × O(1, n). Evidently, AÕ(1, n) = AO(1, n) ⊕ 〈D〉. It
is easy to see that [X,Y ] = X ·Y for all X ∈ AÕ(1, n), Y ∈ N . Let us identify N and
M(1, n) establishing correspondence between Pi and the (n + 1)-dimensional column
with unity on the ith place and zeros on the others (i = 0, 1, . . . , n).

Let C be such matrix of degree n + 2 over R that mapping ϕC : X → CXC−1

is an automorphism of the algebra AP̃ (1, n). If C ∈ G, where G is a subgroup of
P̃ (1, n), then ϕC is called G automorphism. The subalgebras L and L′ of algebra
AP̃ (1, n) are called P̃ (1, n) conjugated if ϕC(L) = L′ for some P̃ (1, n) automorphism
ϕC of algebra AP̃ (1, n). Let us identify ϕC and C.

Let W a nondegenerate subspace of the space U . This subspace we also consider
to be pseudo-Euclidean relative to scalar product defined in U . Let O(W ) be the
group of isometries of the space W , Õ(W ) = O(W ) × {λEn+1|λ ∈ R, λ > 0}.
A subalgebra F ⊂ AÕ(W ) is called irreducible if in W there does not exist any
F -invariant subspace different from O and W . Otherwise F is called reducible. If for
every F -invariant subspace W ′ in W there exists an F -invariant subspace W ′′ in W
such that W = W ′ ⊕ W ′′ then it is called completely reducible.

Theorem 2.1. The maximal reducible subalgebras of algebra AÕ(1, n) are exhausted
with respect to Õ(1, n) conjugation by the following algebras: (1) AO(1, n−1)⊕〈D〉;
(2) AO(n) ⊕ 〈D〉; (3) AO(1, k) ⊕ AO′(n − k) ⊕ 〈D〉, where AO′(n − k) = 〈Jab|a, b =
k + 1, . . . , n〉 (k = 2, . . . , n − 2); (4) 〈G1, . . . , Gn−1〉 ⊂+(AO(n − 1) ⊕ 〈J0n, D〉), where
Ga = J0a − Jan (a = 1, . . . , n − 1).
Proof. If L is a maximal subalgebra of the algebra AÕ(1, n) then L = AO(1, n) or
L = L1 ⊕ 〈D〉, where L1 is a maximal subalgebra of the algebra AO(1, n). Let F be
a maximal reducible subalgebra of the algebra AO(1, n), U ′ a subspace of the space
U invariant under F . If U ′ is a degenerate space then it contains one-dimensional
F -invariant isotropic space W conjugated under O(1, n) to the space 〈P0 + Pn〉. In
this case

F = {X ∈ AO(1, n)|X(P0 + Pn) ∈ 〈P0 + Pn〉}.
It is not difficult to show that

F = 〈G1, . . . , Gn−1〉 ⊂+(AO(n − 1) ⊕ 〈J0n〉).
If U ′ is a nondegenerate space of dimension r then it possesses an orthogonal

basis consisting of r vectors with nonzero length. Let r+, r− be numbers of positive
and negative length vectors, in the given basis of the space U ′, respectively. These
numbers are independent of the choice of basis. In accordance with Witt’s mapping
theorem any two spaces U ′ and U ′

1, for which r+ = r1
+, r− = r1

− are mutually
conjugate under the group O(1, n). Obviously, r+ ∈ {0, 1}. Since U = U ′ ⊕ U ′⊥ and
U ′⊥ is invariant under F therefore F is O(1, n) conjugated to one of the algebras,

AO(1, n − 1), AO(n), AO(1, k) ⊕ AO′(n − k).

The theorem is proved.
Let

AẼ(n) = 〈P1, . . . Pn〉 ⊂+(AO(n) ⊕ 〈D〉),
AE′(n − k) = 〈Pk+1, . . . , Pn〉 ⊂+AO′(n − k),
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and AG̃(n − 1) is the extended Galilei algebra with the basis

M = P0 + Pn, P0, P1, . . . , Pn−1, G1, . . . , Gn−1, Jab (a, b = 1, . . . , n − 1).

According to Theorem 2.1, the description of subalgebras of the algebra AP̃ (1, n)
is reduced to the description with respect to the P̃ (1, n) conjugation of irreducible
subalgebras of the algebra AO(1, n) and subalgebras of the following algebras:

〈P0〉 ⊂+AẼ(n), (AP (1, k) ⊕ AE′(n − k) ⊂+〈D〉,
AG̃(n − 1) ⊂+〈J0n, D〉 (k = 2, . . . , n − 1).

Let π be the projection of the algebra AP̃ (1, n) onto AÕ(1, n), F a nonzero
subalgebra of AÕ(1, n), and F̂ such subalgebra of AP̃ (1, n) that π(F̂ ) = F . If
the algebra F̂ is P̃ (1, n) conjugated to the algebra W ⊂+F , where W is an F -
invariant subspace of the space U , then we shall assume F̂ to be splitting. If
every subalgebra F̂ ⊂ AP̃ (1, n) satisfying π(F̂ ) = F is splitting, we shall say that
subalgebra F possesses only splitting extensions in the algebra AF̃ (1, n). The spli-
ttability of subalgebras for other algebras of inhomogeneous transformations is defi-
ned by analogy. If nothing is reserved, then the investigation of subalgebras of given
algebra for conjugation is carried out with respect to the group of inner automorphi-
sms.

The affine group IGL(n,R) is defined as a group of matrices(
B Y
0 1

)
, (2.4)

where B ∈ GL(n,R), Y ∈ Rn. The Lie algebra AIGL(n,R) of this group consists of
matrices(

X Y
0 0

)
,

where X is a square matrix of degree n over R. Let 0a be the zero matrix of degree a,
Pa = Ea,n+1. Let us identify X and diag [X, 01], then AIGL(n,R) = 〈P1, . . . , Pn〉 ⊂+
AGL(n,R). If m < n, then we shall assume that AGL(m,R) consists of the matrices
diag [X̄, 0n+1−m], where deg X̄ = m.

Lemma 2.1. Let F be a completely reducible subalgebra of the Lie algebra
AGL(m,R) (m < n), which is not semisimple. If Z is a nonzero central element
of the algebra F and F̂ is the Lie algebra, which is obtained from F by replacing
Z by Z + Pm+1, then the algebra F̂ is nonsplitting in AIGL(n,R) with respect to
IGL(n,R) conjugation.
Proof. Let X0 be a square matrix of the degree m, T = diag [X0, 0n−m], Z =
diag [T, 01],

Pm+1 =
(

0n Ym+1

0 01

)
.

If F̂ is a splitting algebra, then there exists the matrix C of the form (2.4) such that
C(Z + Pm+1)C−1 = diag [T ′, 01]. It follows that −BTB−1Y + BYm+1 = 0, which
implies that Ym+1 =

(
TB−1

)
Y . However,

TB−1 =
(

X0 0
0 0n−m

)
·
(

B1 B2

B3 B4

)
=
(

X0B1 X0B2

0 0n−m

)
,
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and therefore

(
TB−1

) · Y =



α1

...
αm

0
...
0


.

This contradiction proves the lemma.

Proposition 2.1. Let F be a completely reducible Lie algebra of linear transfor-
mations of vector space V over the field R, W is an irreducible F submodule of
module V . If FW �= 0, then algebra F possesses only splitting extensions in algebra
W ⊂+F .
Proof. Since F is a completely reducible subalgebra of the algebra gl(V ), then F =
Q ⊕ Z(F ), where Q is Levy’s factor and Z(F ) is the center of F [23]. Using Jacobi
identity it is not difficult to conceive that F = F1 ⊕ F2, where F1W = 0 and every
direct surnmand of algebra F2 annuls in W only zero subspace. Further we may
restrict ourselves only with the case when F = F2.

Let Q �= 0; F̂ such a subalgebra of the algebra W ⊂+F that its projection onto F
coincides with F . According to Whitehead’s theorem [23] H1(Q,W ) = 0. From this it
follows that the algebra F̂ contains Q. Let J ∈ Z(F ), Y ∈ W , Y �= 0, and J +Y ∈ F̂ .
Since [Q,Y ] �= 0, then there exists such an element X ∈ Q that [X,Y ] �= 0. Let
Y1 = [X,Y ], W1 be the F submodule of module W , generated by Y1. Because of the
fact that W1 �= 0 and W is the irreducible F module we have W1 = W . Hence J ∈ F̂ .
Therefore, if Q �= 0 then F ⊂ F̂ , i.e., F̂ is a splitting algebra.

Let Q = 0, J ∈ Z(F ). Since J annuls in W the only zero subspace is then
[J,W ] = W . Whence for every Y ∈ W there exists such element Y ′ ∈ W that
[J, Y ′] = Y . Consequently we may suppose that J ∈ F̂ . If F̂ contains J1 + Y1, where
Y1 ∈ W and Y1 �= 0, then [J, Y1] ∈ F̂ and [J, Y1] �= 0. Arguing as in the case Q �= 0,
we get that J1 ∈ F̂ , i.e., F̂ is a splitting algebra. The proposition is proved.

Proposition 2.2. Let

AẼ(n − 1) = 〈G1, . . . , Gn−1〉 ⊂+(AO(n − 1) ⊕ 〈J0n〉),
where Ga = J0a − Jan (a = 1, . . . , n − 1). The subalgebra F ⊂ AO(n − 1) ⊕ 〈J0n〉
possesses only splittable extensions in AẼ(n − 1) if and only if F is a semisimple
algebra or F not conjugated to a subalgebra of the algebra AO(n − 2).
Proof. Let W = 〈G1, . . . , Gn−1〉. Since every subalgebra of the algebra AO(n − 1) is
completely reducible and [J0n, Ga] = −Ga, then every subalgebra F of the AO(n −
1) ⊕ 〈J0n〉 algebra is also a completely reducible algebra of linear transformations of
space W .

Let W = W1 ⊕ · · · ⊕ Ws be the decomposition of W into the direct sum of
irreducible F modules. If projection F onto 〈J0n〉 is nonzero, then [F,Wi] = Wi

for every i = 1, . . . , s. Whence according to Proposition 2.1 F has only splittable
extensions in AẼ(n − 1). Let us assume that projection of F onto 〈J0n〉 is equal to
0. If F is a semisimple algebra then by Whitehead’s theorem every extension of F
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in AẼ(n − 1) is splitting. Let F not be a semisimple algebra. When dimWi ≥ 2 for
every i = 1, . . . , s we have [F,Wi] �= 0 and in view of Proposition 2.1 F possesses
only splitting extensions in AẼ(n− 1). When dimWi = 1 (1 ≤ i ≤ s), the module Wi

is annuled by the algebra F and the algebra F is conjugated to a subalgebra of the
algebra AO(n − 2). If Z(F ) is the center of F and X is a nonzero element of Z(F )
then for every nonzero Y ∈ Wi there exists a subalgebra F̂ of the algebra AẼ(n− 1),
which is obtained from F by replacing X by X +Y . By Lemma 2.1 F̂ is not splitting.
The proposition is proved.

From Theorem 2.1 and properties of solvable subalgebras of algebra AO(n) it
follows that if n is odd then AO(1, n) possesses with respect to O(1, n) conjugation
only one maximal solvable subalgebra

〈G1, . . . , Gn−1, J12, J34, . . . , Jn−2,n−1, J0n〉.
If n is even then AO(1, n) possesses two maximal solvable subalgebras

〈J12, J34, . . . , Jn−1,n〉, 〈G1, . . . , Gn−1, J12, J34, . . . , Jn−3,n−2, J0n〉.
Since an extension of an Abelian algebra with the help of a solvable algebra is a
solvable algebra itself then maximal solvable subalgebras of the algebra AP (1, n)
are of the form U ⊂+F , where F is the maximal solvable subalgebra of the algebra
AO(1, n). Maximal solvable subalgebras of the AP̃ (1, n) are exhausted by algebras
U ⊂+(F ⊕ 〈D〉).
Proposition 2.3. Let AH(t) be the Cartan subalgebra of the algebra AO(t). The
maximal Abelian subalgebras of the algebra AÕ(1, n) are exhausted with respect to
Õ(1, n) conjugation by the following algebras: AH(n−1)⊕〈J0n, D〉; AH(n)⊕〈D〉 [n ≡
0 (mod 2)]; 〈G1, . . . , Gn−1, D〉; AH(2a)⊕〈G2a+1, . . . , Gn−1, D〉 (a = 1, . . . , [n− 2/2]).
The written algebras are pairwise nonconjugated.
Proof. If F is a maximal Abelian subalgebra of the algebra AÕ(1, n) then from
Proposition 2.2 F = Ω ⊕ L ⊕ 〈D〉, where L is a subalgebra of the algebra AO(l) ⊕
〈J0n〉 or the algebra AO(n) and Ω is a subalgebra of the algebra 〈G1, . . . , Gn−1〉. If
projection L onto 〈J0n〉 is different from 0 then Ω = 0. Let projection L onto 〈J0n〉
be equal to 0. If L = AH(n), then Ω = 0. If L = AH(2a), 1 ≤ a ≤ [n − 2/2], then
Ω = 〈G2a+1, . . . , Gn−1〉. The proposition is proved.

3. Completely reducible subalgebras of the algebra AÕ(1, n)
In this section we shall prove a number of general results on completely reducible

subalgebras of the algebra AÕ(1, n) and shall indicate how to search invariant subspa-
ces of space U for these algebras. The main results of this section are Proposition 3.3
and Theorem 3.1.

Proposition 3.1. If n ≥ 2 then any irreducible subalgebra of the algebra AO(1, n) is
semisimple and noncompact.
Proof. Let F be an irreducible subalgebra of the algebra AO(1, n), Z(F ) the center
of F . If Z(F ) �= 0 then Z(F ) = 〈J〉, where J2 = −En+1. Let X be an arbitrary
element of the form (2.2) of the algebra AO(1, n). If X2 = −En+1, then α2

01 + α2
02 +

· · · + α2
0n = −1. This contradiction proves that Z(F ) = 0.

If F is a compact algebra then there exists such symmetric matrix C that
C−1FC ⊂ AO(n + 1) [24]. Since

exp
(
C−1FC

)
= C−1 · expF · C



156 L.F. Barannik, W.I. Fushchych

then in O(n + 1) there exists an irreducible subgroup conserving simultaneously

x2
0 + x2

1 + · · · + x2
n and λ2

0x
2
0 − λ2

1x
2
1 − · · · − λ2

nx2
n

(λ0, λ1, . . . , λn are nonzero real numbers). This contradiction proves the second part
of the proposition.

Proposition 3.2. A reducible subalgebra of the algebra AÕ(1, n) is completely redu-
cible if and only if it is conjugated to L1 ⊕ L2 or a subalgebra of algebra L ⊕ 〈D〉,
where L1 is an irreducible subalgebra of the algebra AO(1, k) (k ≥ 2), L2 is a
subalgebra of AO′(n−k)⊕〈D〉 and L is one of the algebras, AO(n), AO(n−1)⊕〈J0n〉.

Proposition 3.2 follows from Theorem 2.1, Propositions 2.2 and 3.1, and the fact
that Ga acts noncompletely reducible onto the space 〈P0 + Pn, Pa〉.

Let L be a direct sum of the Lie algebras L1, . . . , Ls, B a Lie subalgebra of L, and
πi the projection L onto Li. If πi(B) = Li for i = 1, . . . , s then B is called a subdirect
sum of L1, . . . , Ls.

Proposition 3.3. A completely reducible subalgebra F ⊂ AÕ(1, n) has only splitting
extensions in AP̃ (1, n) if and only if F is semisimple or F is nonconjugate to sub-
algebra of one of the algebras, AO(n) or AO(1, n − 1).

The proof of Proposition 3.3 is analogous to that of Proposition 2.2.
Let Ai be a Lie algebra over R (i = 1, 2), f : A1 → A2 is an isomorphism,

B = {(X, f(X)|X ∈ A1}. Here B is the Lie algebra over R with “componentwise”
operational rules,

[(X, f(X)), (X ′, f(X ′))] = ([X,X ′], f([X,X ′])),
(X, f(X)) + (X ′, f(X ′)) = (X + X ′, f(X + X ′)),
λ(X,F (X)) = (λX, f(λX)),

where X,X ′ ∈ A1, λ ∈ R. Let us denote it as (A1, A2, ϕ). Evidently (A1, A2, ϕ) is the
subdirect sum of the algebras A1 and A2.

Let Wi be a left Ai module (i = 1, 2). It is easy to see that Wi is the B module if
we put

(X, f(X)) · Y1 = X · Y1, (X, f(X)) · Y2 = f(X) · Y2,

for every X ∈ A1, Yi ∈ Wi (i = 1, 2). Let W be a B submodule of the module
W1 ⊕W2. If W = W ′

1 ⊕W ′
2, where W ′

i ⊂ Wi (i = 1, 2) then W is called a splitting B
module. Otherwise the module W is called nonsplitting B module.

Lemma 3.1. Let B = (A1, A2, ϕ) and Vi be a left Ai module (i = 1, 2). In the B
module V1 ⊕ V2 exists a nonsplitting B submodule if and only if the B modules V1

and V2 have isomorphic composition factors.

Proof. Let W be a nonsplitting B submodule of the module V1 ⊕ V2. Then W is the
subdirect sum of the modules W1 and W2, where Wi ⊂ Vi (i = 1, 2). Let Si = W ∩ Vi

(i = 1, 2). Evidently, Si is the B submodule of the module W . The module W/(S1⊕S2)
is nonsplitting B submodule of the module V1/S1 ⊕ V2/S2. Whence we shall assume
that W ∩ Vi = 0 (i = 1, 2).

For every element Y1 ∈ W1 there exists only one such element Y2 ∈ W2 such that
(Y1, Y2) ∈ W . We put ϕ(Y1) = Y2. The mapping ϕ is the isomorphism of B modules
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W1 and W2. In this case modules W1 and W2 have isomorphic composition factors.
The necessity is proved.

Let Wi be a left B submodule of the module Vi (i = 1, 2) and let the composition
factor W1/N1 of the module W1 be isomorphic to the composition factor W2/N2 of the
module W2. We denote as W the vector space over the field R generated by the pairs
(Z1, 0), (0, Z2), (Y1, Y2), where Zi ∈ Ni, Yi ∈ Wi (i = 1, 2) and ϕ(Y1 +N1) = Y2 +N2

for the isomorphism ϕ : W1/N1 → W2/N2. It is easy to see that W is a nonsplitting
B module. The sufficiency of the lemma is proved.

Let Γ : X → X be the trivial representation of the completely reducible algebra
F ⊂ AÕ(1, n), the projection of which onto AO(1, n) has not any invariant isotropic
subspaces in the space U or annuls the isotropic subspaces. Then Γ is O(1, n) equiva-
lent to diag [Γ1, . . . ,Γm], where Γi is an irreducible subrepresentation (i = 1, . . . , m).
One may suppose that algebra Fi = {diag [0, . . . ,Γi(X), . . . , 0]|X ∈ F} is an irreducib-
le subalgebra AÕ(Wi), where

Wi = 〈Pki−1+1, Pki−1+2, . . . , Pki
〉 (k0 = −1, km = n, i = 1, . . . ,m).

If Fi �= 0 then we shall call algebra Fi an irreducible part of the algebra F . It is
well known that if representations ∆ and ∆′ of the Lie algebra L by skew-symmetric
matrices are equivalent over R, then C · ∆(X) · C−1 = ∆′(X) for some orthogonal
matrix C (X ∈ L). Whence and from Proposition 3.1 we conclude that if Γi and
Γj are equivalent representations then we can assume that for every X ∈ F the
equality Γi(X) = Γj(X) takes place. Having united equivalent nonzero irreducible
subrepresentations we shall get a nonzero disjunctive primary subrepresentation of
the representation Γ. Corresponding to those subalgebras of the algebra AÕ(1, n),
built by the same rule as the irreducible parts of Fi, we shall call them primary parts
of the algebra F . If F coincides with its primary part then F is called a primary
algebra.
Theorem 3.1. Let K1,K2, . . . ,Kq be primary parts of a subalgebra F of the algebra
AÕ(1, n), and V a subspace of the space U invariant under F . Then V = V1 ⊕
· · · ⊕ Vq ⊕ Ṽ , where Vi = [Ki, V ] = [Ki, Vi], [Kj , Vi] = 0 when j �= i (i, j = 1, . . . , q),
Ṽ = {X ∈ V |[F,X] = 0}. If the primary algebra K is the subdirect sum of the
irreducible subalgebras of the algebras AÕ(W1), AÕ(W2), . . . , AÕ(Wr), respectively,
then nonzero subspaces W of the space U with the condition [K,W ] = W are
exhausted with respect to O(1, n) conjugation by the spaces W1,W1 ⊕W2, . . . ,W1 ⊕
W2 ⊕ · · · ⊕ Wr.
Proof. From the complete reducibility of algebra F it follows that V = V ′ ⊕ V ′′,
where V ′′ is the maximal subspace of the space V , annulled by F . Further we shall
suppose that V = V ′. From Proposition 3.1 one can suppose that F ⊂ AÕ(m), m ≤ n.
Let Ki be a subdirect sum of irreducible parts Ki1, . . . ,Kisi

, Vij = [Kij , V ], πa be a

projection of V onto
sa∑

j=1

⊕Vaj .

In view of Lemma 3.1 πa(V ) ⊂ V and that is why

V =
q∑

a=1

⊕πa(V ).

Since Ka annuls in πa(V ) only the zero subspace, then [Ka, V ] = [Ka, πa(V )] =
πa(V ).
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Let primary algebra K be a subdirect sum of irreducible subalgebras of algebras
AÕ(W1), AÕ(W2), . . . , AÕ(Wr), respectively. If W is a nonzero subspace of the space

Ω =
r∑

j=1

⊕Wj

and [K,W ] = W then in view of Witt’s mapping theorem there exists such isometry
B ∈ O(Ω) that B(W ) = W1⊕· · ·⊕Ws (1 ≤ s ≤ r) and the space Wi is invariant under
BKB−1 (i = 1, . . . , s). Whence BKB−1 is a subdirect sum of irreducible subalgebras
of algebras AÕ(W1), AÕ(W2), . . . , AÕ(Wr), respectively. Since irreducible parts of
the algebra L ⊂ AÕ(n) are defined uniquely up to conjugation then one may consider
that BKB−1 = K. The theorem is proved.

On the basis of Theorem 3.1 the description of splitting subalgebras F̂ ⊂ AP̃ (1, n),
for which π(F̂ ) is a completely reducible algebra and has no isotropic invariant
subspaces in the space U , reduces to the description of irreducible subalgebras of
the algebras AO(1, k) and AO(k) (k = 2, 3, . . . , n). The rest of the cases can be
reduced to the case of the algebra AG̃(n − 1) ⊂+〈J0n, D〉.

4. On the subalgebras of the extended Galilei algebra
The aim of this section is to study subalgebras of the algebra AG̃(n − 1) with

respect to P̃ (1, n) conjugation. The main result concerning this problem is contained
in Theorem 4.1. Theorem 4.2 gives a description of all Abelian subalgebras of the
algebra AG̃(n− 1). As a corollary, we obtain the list of maximal Abelian subalgebras
and one-dimensional subalgebras of the algebra AG̃(n − 1).

The basis elements of the extended Galilei algebra AG̃(n− 1) satisfy the following
commutation relations:

[Jab, Jcd] = gadJbc + gbcJad − gacJbd − gbdJac, [Pa, Jbc] = gabPc − gacPb,

[Pa, Pb] = 0, [Ga, Jbc] = gabGc − gacGb, [Ga, Gb] = 0, [Pa, Gb] = δabM,

[Pa,M ] = [Ga,M ] = [Jab,M ] = 0, [P0, Jab] = [P0,M ] = [P0, Pa] = 0,
[P0, Ga] = Pa (a, b, c, d = 1, . . . , n − 1).

Let V1 = 〈G1, . . . , Gn−1〉 be a Euclidean space with orthonormal basis G1, . . .,
Gn−1, V2 = [P0, V1] (n ≥ 3), M = V1 + V2 + 〈P0,M〉. We settle on identifying the
group O(n − 1) with the isometry group O(V1), O(V2). If W is a subspace of V1 and
dim W = k then according to Witt’s theorem for every a, 0 ≤ a ≤ n − k − 1, there
exists an isometry Ba ∈ O(V1) such that

Ba(W ) = V1(a + 1, a + k) = 〈Ga+1, Ga+2, . . . , Ga+b〉.
Further, in spaces V1, V2 we shall consider only subspaces V1(a, b), V2(a, b) = [P0,
V1(a, b)]. We call them elementary spaces. The basis Ga, Ga+1, . . . , Gb of the space
V1(a, b) and the basis Pa, Pa+1, . . . , Pb of the space V2(a, b) we shall call canonical.

Let W1, W2 be subspaces of some vector space W over the field R and W1∩W2 =
0. If ϕ : W1 → W2 is an isomorphism then we denote as (W1,W2, ϕ) the space
{Y + ϕ(Y )|Y ∈ W1}. As I(W1,W2) we denote the isomorphism of elementary spaces
W1 and W2, by which the canonical basis of W1 is mapped to the canonical basis of
W2 with numeration of the basis of elements maintained.
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Let AG(n−1) = AG̃(n−1)/〈M〉. For the generators of the AG(n−1) we preserve
the notation of the generators of the algebra AG̃(n−1). By τ , τ0, τ1, and τ2 we denote
the projection of AG̃(n − 1) and AG(n − 1) onto AO(n − 1) ⊕ 〈P0〉, P0, V1, and V2,
respectively.

Let F be a subalgebra of the AO(n− 1)⊕〈P0〉, F̂ an subalgebra of the AG(n− 1)
such that τ(F̂ ) = F . If algebra F̂ is conjugated to the algebra W ⊂+F , where W is
the F -invariant subspace of space V1 + V2, then F̂ is called splitting in the algebra
AG(n − 1). The notion of a splitting subalgebra of the algebra AG̃(n − 1) is defined
analogously.

Proposition 4.1. Let L1 be a subalgebra of the AO(n−1), L2 be a subalgebra of the
〈P0〉, and F be the subdirect sum of L1 and L2. If P0 /∈ F then the algebra F only
has splitting extensions in the algebra AG(n − 1) if and only if L1 is a semisimple
algebra or L1 is not conjugated to any subalgebra of the algebra AO(n − 2). When
P0 ∈ F , the algebra F only has splitting extensions in the AG(n − 1) if and only if
L1 is not conjugated to any subalgebra of the algebra AO(n − 2).
Proof. If L1 is a semisimple algebra and L2 = 〈P0〉 then by Whitehead’s theorem [23]
P0 ∈ F . Let us assume that L2 = 〈P0〉 and P0 /∈ F . Let F̂ be an subalgebra of the
AG(n − 1) such that τ(F̂ ) = F . If L1 is not conjugated to any subalgebra of the
AO(n − 2) then by Proposition 2.2 the algebra F̂ is splitting. If L1 is conjugated to
some subalgebra of AO(n − 2) then F = 〈X〉 ⊕ F1 where X �= 0, 〈X〉, and F1 are
subalgebras of the algebra AO(n − 2) ⊕ 〈P0〉. The algebra

F̂ = 〈P1, . . . , Pn−1, G1, . . . , Gn−2,X + Gn−1〉 ⊂+F1

is not splitting by Lemma 2.1. The case L2 = 0 can be treated similarly.
Let P0 ∈ F . If L1 ⊂ AO(n − 2) then algebra 〈P0 + Gn−1〉 ⊂+L1 is nonsplitting.

If L1 is not conjugated to any subalgebra of the algebra AO(n − 2) then by way of
complete reducibility of the algebra L1 we get that P0 ∈ F̂ and whence algebra F̂ is
splitting. The proposition is proved.

Proposition 4.2. The subalgebra F of the algebra AO(n−1)⊕〈P0〉 has only splitting
extensions in the AG̃(n − 1) if and only if F is a semisimple algebra.
Lemma 4.1. Let W1 = 〈Y1, . . . , Ym〉, W2 = 〈Z1, . . . , Zm〉 be Euclidean spaces over
the field R, O(Wi) the isometry group of Wi (i = 1, 2), 0 < α1 ≤ α2 ≤ · · · ≤ αt,
St

0 = 0, St
j = 〈Zt+1, . . . , Zt+j〉 (j = 1, . . . ,m−t). The subspaces of the space W1⊕W2

are exhausted with respect to O(W1) × O(W2) conjugation by the following spaces:

O, 〈Y1, . . . , Yr〉, 〈Z1, . . . , Zs〉, 〈Y1, . . . , Yr, Z1, . . . , Zs〉 (r, s = 1, . . . ,m),
〈Y1, . . . , Yk, Yk+1 + α1Z1, . . . , Yk+t + αtZt〉 ⊕ St

j

(k = 1, . . . ,m − 1, t = 1, . . . ,m − k, j = 0, 1, . . . , m − t),
〈Y1 + α1Z1, . . . , Yt + αtZt〉 ⊕ St

j (t = 1, . . . ,m, j = 0, 1, . . . , m − t).

Proof. Let N be a subspace of W1 ⊕W2 and N �= W ′
1 ⊕W ′

2, where W ′
i is a subspace

of Wi (i = 1, 2). If Bi = N ∩ Wi, Ni is a projection of N onto Wi (i = 1, 2)
and then N1/B1

∼= N1/B2. Let dim B1 = k. By Witt’s theorem the space B1 is
conjugated to the space 〈Y1, . . . , Yk〉. If dim (N1|B1) = t then N contains elements
Yk+j + α1jZ1 + · · · + αtjZt (j = 1, . . . , t), and moreover the matrix A = (αij) is
nonsingular. The matrix A can be represented uniquely in the form CT , where C is
an orthogonal matrix and T is a positively definite symmetric matrix.
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The isometry diag [Em, C−1, Em−t] maps N onto the space to which the matrix
C−1(CT ) = T corresponds. There exists such orthogonal matrix C1 that C1TC−1

1 =
diag [λ1, . . . , λt]. The isometry diag [Ek, C1, Em−k−t, C1, Em−t] maps N onto the space
to which the matrix C1TC−1

1 corresponds. Therefore N is conjugated to the space

B1 ⊕ 〈Yk+1 + α1Z1, . . . , Yk+t + αtZt〉 ⊕ B2,

where 0 < α1 ≤ α2 ≤ · · · ≤ αt. The lemma is proved.
Let K be the primary subalgebra of the algebra AO(n − 1) which is a subdirect

sum of irreducible subalgebras of the algebras AO(V1(1, q)), AO(V1(q + 1, 2q)), . . .,
AO(V1((r − 1)q + 1, rq)), respectively, and W nonzero subspace of the space M with
the property [K,W ] = W . If τ1(W ) = 0 then by way of Theorem 3.1 W is conjugated
to the space V2(1, iq) (1 ≤ i ≤ r). If τ2(W ) = 0 then W is conjugated to V1(1, iq)
(1 ≤ i ≤ r). Let us suppose that τ1(W ) �= 0, τ2(W ) �= 0. Then W is a subdirect
sum of τ1(W ), τ2(W ), where τ1(W ) = V1(1,m) and τ2(W ) coincides with V2(1, k) or
V2(m + 1,m + l) or a subdirect sum of V2(1, k) and V2(m + 1,m + l) (k ≤ m). Every
number of k, m, and l is divisible by q. Let us consider the case when τ2(W ) is a
subdirect sum of V2(1, k) and V2(m + 1,m + l). In the space W we choose the basis
in the following form:

Ga + αi
aPi, βi

cPi

(a = 1, . . . ,m, c = m + 1, . . . ,m + t, i = 1, . . . , k,m + 1, . . . ,m + l).
(4.1)

The coefficients of the decomposition we write down as the corresponding columns of
the matrix

Γ =
(

A1 B1

A2 B2

)
,

having m + t columns and k + l lines. We call the matrix Γ a coupling matrix of
elementary spaces in the space W . With the coupling matrix we shall carry out the
transformations corresponding to definite O(n−1) automorphisms and transformations
to new bases of the form (4.1). Let C1 ∈ O(k), C2 ∈ O(m − k), C3 ∈ O(l), S =
diag [C1, C2], T be a t×m matrix, and T2 a nonsingular matrix of degree t. The most
general admissible transformations of the coupling matrix have the form(

A1 B1

A2 B2

)
→
(

C1A1S
−1 + C1B1T1 C1B1T2

C3A2S
−1 + C3B2T1 C3B2T2

)
.

If B2 �= 0 then according to Theorem 3.1 for some matrices C3, T2, the following
equality is correct:

C3B2T2 =
(

0 0
0 ∆1

)
,

where ∆1 = diag (µ1Eq, . . . , µaEq], µ1 = · · · = µa = 1. By this transformation algebra
K is left invariant. Applying Theorem 3.1 again we get that with k = m the matrix
A2 can be transformed into matrix(

∆2 0
0 0

)
,
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where ∆2 is a square matrix of degree bq. For simplicity we shall assume that ∆2 is
a coupling matrix of elementary spaces in the subdirect sum of the spaces V1(1, bq)
and V2(bq + 1, 2bq). One can admit that

K = diag [Ab, Ab] = {diag [X, . . . , X︸ ︷︷ ︸
2b

|X ∈ A},

where A is an irreducible subalgebra of the algebra AO(q). Since for every matrix
Y ∈ Ab the equality ∆2Y = Y ∆2 takes place then ∆2 = QS, where S is a symmetric
matrix, Q is an orthogonal matrix, and Y · Q = Q · Y . Applying the automorphism
diag [E,Q−1] we transform the coupling matrix ∆2 into S. There exists such matrix
C ∈ O(bq) that

CSC−1 = diag [λ1E(1), λ2E(2), . . . , λtE(t)],

where λi �= λj when i �= j, and E(i) is the unit matrix (i, j = 1, . . . , t). The
automorphism diag [C,C] transforms K into diag [CAbC−1, CAbC−1] and the coup-
ling matrix S into CSC−1. If Y ∈ CAbC−1 then Y (CSC−1) = (CSC−1)Y . Whence
Y = diag [Y1, Y2, . . . , Yt], where deg Yi = deg E(i). The further decomposition of
the blocks Yi by O(2bq) automorphisms diag [C̄, C̄], where C̄ = diag [C1, . . . , Ct],
deg Ci = deg E(i) does not change the coupling matrix. Since irreducible parts of an
algebra are defined uniquely then by the considered transformations of the coupling
matrix the algebra K is left invariant. That is why one can suppose that with k = m

C3A2S
−1 + C3B2T1 =

(
∆2 0
0 0

)
,

where ∆2 = diag [λ1Eq, . . . , λbEq], 0 < λ1 ≤ · · · ≤ λb, and (a + b)q = l or λ1 = · · · =
λb = 0 and aq = l. If B1 �= 0 then for some C1, T2 we have

C1B1T2 =
(

0 0
0 ∆3

)
,

where ∆3 = diag [Eq, . . . , Eq].
The complete classification of coupling matrices one can get for large n.
Further we shall use the following notation:

M = 〈P0,M, P1, . . . , Pn−1, G1, . . . , Gn−1〉, m = [(n − 1)/2],

Γ(n − 1) =

{
m∑

i=1

γiJ2i−1,2i|γi = 0, 1

}
,

Xa ∩ Xb = 0 if Xa,Xb ∈ Γ(n − 1) and have no common summand.

Lemma 4.2. Let T = α1X1 + · · · + αkXk + Z, Z = βJ0n + γD + δP0, where Xi ∈
Γ(n − 1), αi �= 0, α2

i �= α2
j , Xi �= Xj when i �= j (i, j = 1, . . . , k). If W is a

subspace of the space M and [T,W ] ⊂ W then W = W1 ⊕ · · · ⊕ Wk ⊕ W̃ , where
Wi = [Xi,W ] = [Xi,Wi], [Z,Wi] ⊂ Wi, [Xj ,Wi] = 0 when j �= i, [Xi, W̃ ] = 0,
[Z, W̃ ] ⊂ W̃ .
Proof. Let X = T − Z, M′ = [X,M], M̃ = {Y ∈ M|[X,Y ] = 0}, W ′ be a projection
of W onto M′, and W̃ a projection of W onto M̃. Evidently, M = M′ ⊕ M̃ (as
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spaces). Since composition factors of the 〈Z〉 module M are one dimensional, then the
composition factors of the 〈Z〉 module W̃ are one dimensional, too. Let M(P ) = {Pa ∈
M|[X,Pa] �= 0}. It is easy to see that 〈M(P )〉 and M′/〈M(P )〉 can be represented as
direct sums of two-dimensional irreducible 〈T 〉 submodules. Whence the dimensions
of composition factors of the 〈T 〉 module W ′ are equal to 2, too. When we now apply
Lemma 3.1 we conclude that W = W ′ ⊕ W̃ .

Let Mi = [Xi,M] and Wi be a projection of W ′ onto Mi. Clearly M′ = M1 ⊕
· · · ⊕ Mk. At first let us establish that [Z,Wi] ⊂ Wi. Since for any Yi ∈ Wi we have
[J0n − D, Yi] = −Yi, then we may assume that β = 0. Obviously

[T, [T, Yi]] = −α2
i Yi + 2αi[Xi, [Z, Yi]] + γ[Z, Yi].

Let

Y ′
i = 2αi[Xi, [Z, Yi]] + γ[Z, Yi],

Y ′′
i = 2αi[Xi, [Z, Y ′

i ]] + γ[Z, Y ′
i ].

The space Wi contains Y ′
i , Y ′′

i . It is easy to check that

Y ′′
i = 4αiγ

2[Xi, [Z, Yi]] + γ(γ2 − 4α2
i )[Z, Yi].

The determinant constructed by the coefficients of [Xi, [Z, Yi]], [Z, Yi] in Y ′
i , Y ′′

i is
equal to −2αiγ(γ2 + 4α2

i ). If γ �= 0 then [Z, Yi] ∈ Wi. If γ = 0 then Wi contains
Y ′

i = [Xi, [δP0, Yi]] and Y ′′
i = [T, Y ′

i ] = −αi[δP0, Yi].
In the composition factors of the 〈T 〉 module Mi one can choose the basis so that

the matrix of the operator T is one of the matrices(
γ −αi

αi γ

)
,

( −β −αi

αi −β

)
.

If for i �= j the modules Mi and Mj are possessed by isomorphic composition factors
then one of the following conditions is satisfied: α2

i = α2
j ; 2γ = −2β, γ2 + α2

i =
β2 + α2

j . Since it is impossible then on the basis of Lemma 3.1 we conclude that
W ′ = W1 ⊕ · · · ⊕ Wk. The lemma is proved.

Proposition 4.3. Let L1 be a subalgebra of the AO(n− 1), L2 = 〈βJ0n + γD + δP0〉,
and F a subdirect sum of L1 and L2. If W is a subspace of M and [F,W ] ⊂ W then
[Lj ,W ] ⊂ W (j = 1, 2).

This is proved by virtue of Lemma 4.2.

Theorem 4.1. Let V1 = 〈G1, . . . , Gn−1〉, V2 = [P0, V1], V1,a be a subspace of V1,
V2,a = [P0, V1,a]; K1,K2, . . . ,Kq be primary parts of nonzero subalgebra L1 of the
algebra AO(n−1); R be the maximal subalgebra of algebra M, annulled by L1; and
L2 be a subalgebra of the algebra R ⊂+〈J0n, D〉. If F is the subdirect sum of L1 and
L2, and W is a subspace of M invariant under F , then W = W1 ⊕ · · · ⊕ Wq ⊕ W̃ ,
where Wi = [Ki,W ] = [Ki,Wi], [L2,Wi] ⊂ Wi, [Kj ,Wi] = 0 when j �= i, [Ki, W̃ ] = 0,
[L2, W̃ ] ⊂ W̃ (i, j = 1, . . . , q).

If a primary algebra K is a subdirect sum of irreducible subalgebras of the
algebras AO(V1,1, . . . , AO(V1,r), respectively, then nonzero subspaces W of the
space M with the property [K,W ] = W are conjugated to

a∑
i=1

V1,i,

a∑
i=1

V2,i (a = 1, . . . , r)
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or to subdirect sums of such spaces

ã∑
i=1

V1,i and
b̃∑

i=1

V2,i;
a∑

i=1

V1,i and
c∑

i=a+1

V2,i;

a∑
i=1

V1,i,

b∑
i=1

V2,i, and
c∑

i=a+1

V2,i

(ã = 1, . . . , r, b̃ = 1, . . . , ã, a = 1, . . . , r − 1, b = 1, . . . , a, c = a + 1, . . . , r).

The subdirect sums of the spaces
a∑

i=1

V1,i,
c∑

i=a+1

V2,i

are exhausted with respect to O(n − 1) conjugation by the following spaces:
a∑

i=1

V1,i ⊕
c∑

j=a+1

V2,j ;

b∑
i=1

(V1,i, V2,a+1, λiI(V1,i, V2,a+1)) ⊕
a∑

j=b+1

V1,j ⊕
c∑

k=a+b+1

V2,k

(0 < λ1 ≤ · · · ≤ λb, b = 1, . . . ,min{a, c − a}).
The written spaces are mutually nonconjugated.
Proof. Let Q = [L1,W ], S be a projection of W onto R. It is easy to see that W is
the subdirect sum of Q and S. Since the composition factors of the L2 module R are
one dimensional and the composition factors of the L1 module [L1,M] have dimension
not less than 2 then in view of Lemma 3.1 W = Q + S. In virtue of Proposition 4.3
[L2, Q] ⊂ Q. We can show, as in Theorem 3.1, that Q = W1 ⊕ · · · ⊕ Wq, where
Wi = [Ki, Q], Wi = [Ki,Wi] (i = 1, . . . , q). The truthfulness of the further statements
is established earlier when considering the transformations of the coupling matrix of
elementary spaces in the space W . The theorem is proved.

Theorem 4.2. Let α1 ≤ α2 ≤ · · · ≤ αs, α1 = 0, and αs ∈ {0, 1}, AH(0) = 0,
AH(2d) = 〈J12, J34, . . . , J2d−1,2d〉, and L be a nonzero Abelian subalgebra of the
algebra AG̃(n − 1). If the projection τ0(L) of the algebra L onto 〈P0〉 is equal to
0 then L is conjugated to the subdirect sum of the algebras L1, L2, L3, and L4,
where L1 ⊂ AH(2d) (0 ≤ d ≤ m), L2 = 0 or L2 = 〈G2d+1 + α1P2d+1, G2d+2 +
α2P2d+2, . . . , G2d+s + αsP2d+s〉, L3 = 0 or L3 = 〈P2d+s+1, . . . , Pl〉, L4 = 0 or L4 =
〈M〉. If τ0(L) �= 0 then L is conjugated to the subdirect sum of the algebras L1,
L2, L3, and L4, where L1 ⊂ AH(2d), L2 = 〈P0 + αG2d+1〉 (α ∈ {0, 1}), L3 = 0
or L3 = 〈Pr, . . . , Pt〉, L4 = 0 or L4 = 〈M〉 (0 ≤ d ≤ m; r = 2d + 1 when α = 0;
r = 2d + 2 when α = 1).
Proof. Let

Xi = Gi +
2d+s∑

j=2d+1

βjiPj , L = 〈X2d+1, . . . , X2d+s〉.



164 L.F. Barannik, W.I. Fushchych

Obviously, [Xi,Xk] = (βki − βik)M . Since L is an Abelian algebra then βik = βki

and therefore B = (βik) (i, k = 2d + 1, . . . , 2d + s) is a symmetric matrix. Hence,
there exists a matrix C ∈ O(s) such that CBC−1 = diag [λ1, . . . , λs]. Whence we
can assume up to conjugacy under O(n − 1) that X2d+j = G2d+j + λjP2d+j (j =
1, . . . , s). O(n − 1) automorphisms permit us to change the numeration of generators
G2d+1, . . . , G2d+s. That is why we can suppose that λ1 ≤ · · · ≤ λs. Applying the
automorphism exp(−λ1P0) we get generators G2d+j + µjP2d+j (j = 1, . . . , s), where
µ1 = 0, 0 ≤ µ2 ≤ · · · ≤ µs. If µs > 0 then µs = exp θ (θ ∈ R). Evidently,

exp(−θJ0n)(G2d+j + µjP2d+j) exp(θJ0n) = exp θ · (G2d+j + µj exp(−θ)P2d+j).

Therefore when µs > 0 we can assume that µs = 1.
The rest of the assertion of the theorem follows from Proposition 4.1. The theorem

is proved.

Corollary 1. Let

A(r, t) = 〈Gr + αrPr, Gr+1 + αr+1Pr+1, . . . , Gt + αtPt,M〉,
where αr ≤ αr+1 ≤ · · · ≤ αt, ar = 0 and αt = 1 when αt �= 0. The maximal Abelian
subalgebras of the algebra AG̃(n − 1) are exhausted up to conjugacy under P̃ (1, n)
by the following algebras:

U ; A(1, n − 1); A(1, s) ⊕ V2(s + 1, n − 1) (s = 1, . . . , n − 2);

〈G1 + P0,M〉 ⊕ V2(2, n − 1); AH(n − 2) ⊕ 〈Gn−1 + P0,M〉 [n ≡ 0 (mod 2)];

AH(2d) ⊕ 〈P0〉 ⊕ V2(2d + 1, n) (d = 1, . . . , [(n − 1)/2]);

AH(2d) ⊕ A(2d + 1, n − 1) (d = 1, . . . , [(n − 2)/2]);

AH(2d) ⊕ A(2d + 1, s) ⊕ V2(s + 1, n − 1) (d = 1, . . . , [(n − 3)/2]);

AH(2d) ⊕ 〈G2d+1 + P0,M〉 ⊕ V2(2d + 2, n − 1) (d = 1, . . . , [(n − 3)/2]).

The written algebras are not mutually conjugated.

Corollary 2. Let n ≥ 3, Xt = α1J12 + α2J34 + · · · + αtX2t−1,2t; α1 = 1, 0 < α2 ≤
· · · ≤ αt ≤ 1; t = 1, . . . , [(n − 1)/2]; s = 1, . . . , [(n − 2)/2].

The one-dimensional subalgebras of the algebra AG̃(n − 1) are exhausted with
respect to P̃ (1, n) conjugation by the following algebras: 〈P0〉; 〈M〉; 〈P1〉; 〈G1〉;
〈G1 + P2〉; 〈G1 + P0〉; 〈Xt〉; 〈Xt + P0〉; 〈Xt + M〉; 〈Xt + P2t+1〉; 〈Xs + G2s+1〉;
〈Xs + G2s+1 + P0〉; 〈Xr + G2r+1 + P2r+2〉 (r = 1, . . . , [(n − 3)/2]).

The written algebras are not mutually conjugated.

Let

Φ(0) = 〈M〉, Φ(i) = 〈M,P1, . . . , Pi〉, Ω(0) = 〈M,P0〉,
Ω(i) = 〈M,P0, P1, . . . , Pi〉, V2(s, t) = 〈Ps, . . . , Pt〉 (s ≤ t),
Λr+1,k+1(j) = 〈Pr+d + λdPk+d|d = 1, 2, . . . , j〉,

(4.2)

where 0 < λ1 ≤ · · · ≤ λj (1 ≤ j ≤ k − r).
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Proposition 4.4. Let L = 〈G1, . . . , Gk〉. The subspaces of the space U = 〈P0, P1, . . . ,
Pn〉, which are invariant under L, are exhausted with respect to Õ(1, n) conjugation
by the following spaces:

0, Φ(i), Ω(k), V2(k + 1, t), Φ(i) ⊕ V2(k + 1, t), Ω(k) ⊕ V2(k + 1, t),
Φ(r) ⊕ Λr+1,k+1(j), Φ(r) ⊕ Λr+1,k+1(j) ⊕ V2(k + j + 1, s),

where i = 0, 1, . . . , k, t = k + 1, . . . , n − 1, r = 0, 1, . . . , k − 1, j = 1, . . . , k − r,
s = k + j + 1, . . . , n − 1.
Proof. Let W be a subspace of the space Ω(k) invariant under L. Since [Pa, Ga] = M
then with W �= 0 we have M ∈ W . The normalizer of the algebra L in O(n − 1)
contains O(k). It follows from this and Witt’s theorem that if W �= 〈M〉 and P0 /∈ W
then W = Φ(i) (1 ≤ i ≤ k). If P0 ∈ W then W = Ω(k).

For a description of all subspaces of the space U which are invariant under L
we shall use the Goursat twist method [25]. Since by Witt’s theorem the nonzero
subspaces of the space V2(k + 1, n − 1) are exhausted with respect to O(n − 1)
conjugation by the spaces V2(k + 1, t) (t = k + 1, . . . , n − 1) we need to classify the
subdirect sums of the following pairs of spaces Ω(k), V2(k + 1, t); Φ(i), V2(k + 1, t)
(i = 0, 1, . . . , k, t = k + 1, . . . , n − 1).

Let N be the subdirect sum of Ω(k) and V2(k + 1, t). If P0 + λPk+1 ∈ N (λ �= 0)
then N contains P1, P1 = −[G1, P0 + λPk+1], and whence it contains M , too. Let

N ′ = exp(θGk+1) · N · exp(−θGk+1).

The space N ′ contains P0 +(λ−θ)Pk+1 +(θ2/2−λθ)M . Since M ∈ N ′ then P0 +(λ−
θ)Pk+1 ∈ N ′. Putting θ = λ we get that P0 ∈ N ′ and whence Ω(k) ⊂ N ′. Therefore
N ′ = Ω ⊕ V2(k + 1, t′).

Let N be the subdirect sum of Φ(i) and V2(k + 1, t). If i = 0, M + λPk+1 ∈ N
(λ �= 0) then N ′ contains (1 − θλ)M + λPk+1. Putting 1 − θλ = 0 we get that
N ′ = V2(k + 1, t). If i �= 0 then M ∈ N . Let us assume that N �= Φ(i) ⊕ V2(k + 1, t).
Then Φ(i)/S1

∼= V2(k + 1, t)/S2, where S1 = N ∩ Φ(i), S2 = N ∩ V2(k + 1, t). Let
dim (Φ(i)/S1) = i − r = j. Within the conjugation we can assume that S1 = Φ(r)
and S2 = 0 or S2 = V2(k + j + 1, s) and that is why by means of Lemma 4.1 N is
conjugated to one of the spaces,

Φ(r) ⊕ Λr+1,k+1(j); Φ(r) ⊕ Λr+1,k+1(j) ⊕ V2(k + j + 1, s).

The proposition is proved.

5. On subalgebras of the normalizer of isotropic space
In virtue of Theorem 2.1 the normalizer of the isotropic space 〈P0+Pn〉 in AP̃ (1, n)

coincides with the algebra K = AG̃(n−1) ⊂+〈J0n, D〉. In this section we shall establish
a number of assertions on subalgebras of the algebra K possessing nonzero projection
onto 〈J0n, D〉. On the grounds of these results in Theorem 5.1 we describe all Abelian
subalgebras of the algebra K that are nonconjugate to the subalgebras of AG̃(n − 1).
As a corollary, we obtain the list of maximal Abelian subalgebras and one-dimensional
subalgebras of the algebra K as well as one-dimensional subalgebras of the algebra
AP̃ (1, n).

Further ε denotes the projection of K onto 〈J0n, D〉 and ξ denotes the projection
of K onto AO(n − 1) ⊕ 〈J0n, D〉.
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Proposition 5.1. Let L = 〈G1, . . . , Gk〉 (1 ≤ k ≤ n − 1), and F be a subdirect sum
of L and 〈D〉. The algebra F has only splitting extensions in AP̃ (1, n).

Proof. Let F̂ be a subalgebra of AP̃ (1, n) such that π(F̂ ) = F . Up to an O(n − 1)
automorphism one can assume that F̂ contains the generator

X1 = G1 +
n∑

ν=0

ανPν + γD (γ �= 0).

Clearly,

exp

(
n∑

µ=0

bµPµ

)
· X1 · exp

(
−

n∑
µ=0

bµPµ

)
= G1 + γD + (α0 − γb0 + b1)P0+

+(α1 + b0 − bn − γb1)P1 + (αn + b1 − γbn)Pn +
n−1∑
i=2

(αi − γbi)Pi.

We put

α0 − γb0 + b1 = 0, α1 + b0 − bn − γb1 = 0,

αn + b1 − γbn = 0, αi − γbi = 0 (i = 2, . . . , n − 1).
(5.1)

The determinant of coefficients by b0, b1, and bn is equal to −γ3. Since γ �= 0 then
the systems (5.1) has a solution. Therefore one can assume that X1 = G1 + γD. Let
a �= 1,

Xa = Ga +
n∑

µ=0

αµPµ + δD.

Since

[X1,Xa] = −(α0 − αn)P1 − α1M + γ
∑

αµPµ,

[X1,Xa] − γXa = −γGa − γδD − (α0 − αn)P1 − α1M,

we shall assume that

Xa = Ga + αM + βP1 + δD.

Then

[X1,Xa] = (γα − β)M + γβP1 (2 ≤ a ≤ k).

If γα − β �= 0 then we shall consider that α = 0, β �= 0. Since

[X1, [X1,Xa]] = −2γβM + γ2βP1,

then F̂ containts M−γP1, −2M +γP1 and whence M,P1 ∈ F̂ . That is why Ga+δD ∈
F̂ .

Let γα−β = 0. If β �= 0 then P1 ∈ F̂ . Since [X1, P1] = [G1 +γD, P1] = −M +γP1

then M ∈ F̂ and therefore Ga + δD ∈ F̂ . If β = 0 then α = 0. It proves that F is a
splitting algebra. The proposition is proved.
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The record F : W1, . . . ,Ws means that we deal with the subalgebras W1 ⊂+F , . . .,
Ws ⊂+F .

In virtue of Propositions 4.4 and 5.1 we conclude that the subalgebras of the
algebra M ⊂+D possessing a nonzero projection onto 〈D〉 are exhausted with respect
to P̃ (1, n) conjugation by the following algebras [see notations (4.2)]:

〈D〉 : 0, Φ(i), V2(s, t) (i = 0, 1, . . . , n − 1, s = 0, 1, t = s, s + 1, . . . , n);
〈G1 + α1D, . . . , Gk + αkD, βD〉 : 0, Φ(i), Ω(k), V2(k + 1, t),
Φ(i) ⊕ V2(k + 1, t), Ω(k) ⊕ V2(k + 1, t), Φ(r) ⊕ Λr+1,k+1(j),
Φ(r) ⊕ Λr+1,k+1(j) ⊕ V2(k + j + 1, s) (k = 1, . . . , n − 1, i = 0, 1, . . . , k,

t = k + 1, . . . , n − 1, r = 0, 1, . . . , k − 1, j = 1, . . . , k − r,

s = k + j + 1, . . . , n − 1).

These algebras must then be simplified using transformations contained in the nor-
malizer of each algebra in the group of O(1, n) automorphisms. If, for example, the
normalizer contains exp(θJ12) then instead of 〈G1 + α1D, G2 + α2D〉 we can take
〈G1 + α1D, G2〉.
Proposition 5.2. Let L be a subalgebra of AO(n), and F be the subdirect sum of L
and 〈D〉. The algebra F possesses only the splitting extensions in AP̃ (1, n).

Proposition 5.2 is proved by virtue of Propositions 2.1 and 3.2.

Proposition 5.3. Let L1 be a subalgebra of AO(n − 1), L2 = 〈D, J0n〉 or L2 =
〈D + γJ0n〉, where γ = 0, γ2 �= 0, 2γ + 1 �= 0. If F is a subdirect sum of the
algebras L1 and L2 then every subalgebra F̂ of the algebra K with the property
ξ(F̂ ) = F is conjugated to the algebra (W1 + W2) ⊂+F , where W1 ⊂ U , W2 ⊂ V1 =
〈G1, . . . , Gn−1〉.
Proof. Let L2 = 〈D, J0n〉. On the basis of Propositions 2.2 and 5.1 algebra F̂ contains
the elements

X1 = J0n +
n∑

i=0

αiPi, X2 = D +
n−1∑
j=1

βjGj .

Since [X1,X2] =
∑

γiPi −
∑

βjGj then D +
∑

γiPi ∈ F̂ . Therefore one can suppose
that D ∈ F̂ . Whence J0n ∈ F̂ and F ⊂ F̂ .

Let L2 = 〈D + γJ0n〉. Since [D + γJ0n, Pa] = Pa, [D + γJ0n, Ga] = −γGa (a =
1, . . . , n − 1), then by virtue of Proposition 5.2 one can admit that F̂ contains the
subdirect sum of F and subalgebra of the algebra 〈P0, Pn〉. Evidently

exp(θ0P0 + θnPn) · (D + γJ0n + α0P0 + αnPn) · exp(−θ0P0 − θnPn) =
= D + γJ0n + (α0 − θ0 + γθn)P0 + (αn + γθ0 − θn)Pn.

Since γ2 �= 1, then coefficients by P0, Pn can be transformed into zero. On the basis
of the conditions γ2 �= 1, [D + γJ0n, F̂ ∩ M] ⊂ F̂ ∩ M it is not difficult to get that
F ⊂ F̂ .

Let W = F̂ ∩ M, Y =
∑

δaGa +
∑

ρiPi ∈ W . Since

[D + γJ0n, Y ] = −γ
∑

δaGa − γ(ρ0Pn + ρnP0) +
∑

ρiPi
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and γ2 �= 1 then one can assume that Y =
∑

δaGa + ρ0P0 + ρnPn. By the direct
calculations we find that

[D + γJ0n, Y ] = −γ
∑

δaGa + (ρ0 − γρn)P0 + (ρn − γρ0)Pn,

[D + γJ0n, [D + γJ0n, Y ]] =

= γ2
∑

δaGa + (γ2ρ − 2γρn + ρ0)P0 + (γ2ρn − 2γρ0 + ρn)Pn.

The determinant ∆ constructed by the coefficients of
∑

δaGa, P0, Pn in Y and the
vectors received is equal to γ(2γ + 1)(ρ2

n − ρ2
0). If ∆ �= 0 then

∑
δaGa, P0, Pn ∈ W .

If ∆ = 0 then ρn = ±ρ0. When ρn = ρ0 we get that

[D + γJ0n, Y ] − (1 − γ)Y = −
∑

δaGa.

If ρn = −ρ0 then

[D + γJ0n, Y ] − (1 + γ)Y = (−2γ − 1)
∑

δaGa.

The proposition is proved.

Proposition 5.4. The subalgebras of the algebra M ⊂+〈J0n, D〉 containing J0n or
having the property that their projection F onto 〈J0n, D〉 coincides with 〈D + γJ0n〉,
where γ �= 0, γ2 �= 1, 2γ + 1 �= 0, are exhausted with respect to P̃ (1, n) conjugation
by the following algebras [see notation (4.2)]:

F : 0, Φ(a), Ω(a), V2(1, d) (a = 0, 1, . . . , n − 1, d = 1, . . . , n − 1);
(G1, . . . , Gk) ⊂+F : 0, Φ(i), Ω(k), V2(k + 1, t), Φ(i) ⊕ V2(k + 1, t),
Ω(k) ⊕ V2(k + 1, t), Φ(r) ⊕ Λr+1,k+1(j), Φ(r) ⊕ Λr+1,k+1(j) ⊕ V2(k + j + 1, s)
(i = 0, 1, . . . , k, t = k + 1, . . . , n − 1, r = 0, 1, . . . , k − 1, j = 1, . . . , k − r,

s = k + j + 1, . . . , n − 1, k = 1, . . . , n − 1).

The proof of Proposition 5.4 is based on Proposition 5.3.

Proposition 5.5. Let L1 be a subalgebra of AO(n − 1), L2 = 〈2D − J0n〉, F a
subdirect sum of L1 and L2, and F̂ such subalgebra of K that ξ(F̂ ) = F . The
algebra F̂ is conjugated to the algebra W ⊂+F , where W ⊂ M and satisfies the
following condition: if Y ∈ W and projection of Y onto V1 = 〈G1, . . . , Gn−1〉 is
equal to

∑
δaGa then W contains

∑
δaGa + ρP0 and ρM or

∑
δaGa + ρ(P0 − Pn).

Proposition 5.6. Let L1 be a subalgebra of AO(n − 1), L2 = 〈D + J0n + γM〉
(γ ∈ {0, 1}), and F the subdirect sum of L1 and L2. If a subspace W of the space
M is invariant under F then W = W1 + W2, where W1 ⊂ U , W2 ⊂ V1.

The proof of Propositions 5.5 and 5.6 is similar to that of Proposition 5.3.
Let θ = (γ0 − γn)/2. Since

exp(θP0) · (D + J0n + γ0P0 + γnPn) · exp(−θP0) = D + J0n +
1
2
(γ0 + γn)M,

then further we shall suppose that the projection of the algebra F̂ ⊂ AP̃ (1, n) onto
〈D + J0n, P0, Pn〉 contains D + J0n + αM , where α ∈ {0, 1}. Proposition 5.6 gives the
considerable information on the structure of such algebras.
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Proposition 5.7. Let L1 be a subalgebra of AO(n − 1), L2 = 〈D − J0n + γP0〉
(γ ∈ {0, 1}), and F the subdirect sum of the algebras L1 and L2. If a subspace W of
the space M is invariant under F , then W contains its own projection onto 〈P0, Pn〉
and [L1,W ] ⊂ W , [γP0,W ] ⊂ W .
Proof. On the basis of Proposition 4.3 [Li,W ] ⊂ W (i = 1, 2). Let M̃ = {Y ∈
M|[L1, Y ] = 0}, and W̃ be a projection of W onto M̃. It is easy to see that the matrix
diag [2, 0] is the matrix of the operator D − J0n in the basis P0 + Pn, P0 − Pn of
the space 〈P0, Pn〉 and in the basis of the space M|〈P0, Pn〉 the matrix of the same
operator is the unit one. Whence by Lemma 3.1 we conclude that W̃ contains its own
projection onto 〈P0, Pn〉. It remains for us to note that for arbitrary

Y =
n−1∑
j=1

(αjPj + βjGj)

we have [D − J0n + γP0, Y ] = Y + [γP0, Y ]. The proposition is proved.

Proposition 5.8. Let F be a subalgebra of the algebra AO(1, n) generated by J0n

and Ga, where a runs through some subset I of the set {1, 2, . . . , n − 1}. If F̂
is a subalgebra of AP (1, n) with π(F̂ ) = F , then within the conjugation with
respect to the group of translations the algebra F̂ contains elements Ga (a ∈ I) and
J0n +

∑
δiPi (i = 1, . . . , n − 1).

Proposition 5.9. Let L be a subalgebra of the algebra AP (1, n), X = Jab + δJ0n +
βPc, Y = Gc +

∑
γiPi (i = 1, . . . , n), where β �= 0, δ �= 0, and a, b, and c are

different numbers of {1, 2, . . . , n − 1}. If X,Y ∈ L then L contains Gc.
Theorem 5.1. Let L be an Abelian subalgebra of the algebra K and ε(L) �= 0. If
ε(L) = 〈J0n〉 then L is P̃ (1, n) conjugated to the subdirect sum of algebras L1, L2,
〈J0n〉, where L1 ⊂ AH(2d), L2 = 0, or L2 = 〈P2d+1, . . . , P2d+s〉. If ε(L) = 〈D〉 then
L is P̃ (1, n) conjugated to the subdirect sum of L1, L2, 〈D〉, where L1 ⊂ AH(2d),
L2 = 0 or L2 = 〈G2d+1, . . . , G2d+s〉. If ε(L) = 〈D, J0n〉 or ε(L) = 〈D + γJ0n〉, where
γ �= 0, γ2 �= 1 then L is P̃ (1, n) conjugated to the subdirect sum of algebras ε(L)
and L1 ⊂ AH(2d). If ε(L) = 〈D + J0n〉, then L is conjugated to the subdirect sum of
the algebras L1, L2, L3, where L1 ⊂ AH(2d), L2 ⊂ 〈M〉, L3 = 〈J0n + D〉.
Proof. If ε(L) = 〈J0n〉 then in view of Propositions 2.2 and 4.3 the algebra L
contains its own projection onto 〈M,P0 − Pn, G1, . . . , Gn−1〉. Since [J0n, Ga] = −Ga,
[J0n,M ] = −M , [J0n, P0 − Pn] = P0 − Pn then this projection is equal to zero.
Therefore L is the subdirect sum of L1 ⊂ AH(2d) and L2 ⊂ 〈P2d+1, . . . , Pn−1〉. If
L2 �= 0 then by Witt’s theorem L2 is conjugated to 〈P2d+1, . . . , P2d+s〉.

If ε(L) = 〈D〉 then in virtue of Propositions 4.3 and 5.2 the projection of L onto
U is equal to 0.

If ε(L) = 〈D, J0n〉 or ε(L) = 〈D + γJ0n〉, where γ �= 0, γ2 �= 1, 2γ + 1 �= 0, then by
Proposition 5.3 the algebra L is conjugated to the subdirect sum of the algebras ε(L)
and L1 ⊂ AH(2d). With ε(L) = 〈2D − J0n〉 Proposition 5.5 is applicable.

Let ε(L) = 〈D− J0n〉. On the basis of Propositions 2.2 and 4.3 the projection of L
onto 〈G1, . . . , Gn−1〉 is equal to 0. Applying the O(1, n) automorphism corresponding
to the matrix diag [1, . . . , 1,−1] we get that ε(L) = 〈D + J0n〉. According to Proposi-
tion 5.2 the projection of L onto 〈P1, . . . , Pn−1〉 is equal to 0. Since [J0n+D, P0+Pn] =
0, [J0n + D, P0 − Pn] = 2(P0 − Pn) then by Propositions 2.1 and 4.3 the projection of
L onto 〈P0, Pn〉 belongs to 〈P0 + Pn〉. The theorem is proved.
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Corollary 1. The maximal Abelian subalgebras of the algebra K with the condi-
tion ε(K) �= 0 are exhausted with respect to P̃ (1, n) conjugation by the following
algebras:

AH(n − 1) ⊕ 〈J0n, D〉, AH(n − 1) ⊕ 〈M,J0n, D〉,

AH(2d) ⊕ 〈P2d+1, . . . , Pn−1, J0n〉,

AH(2d) ⊕ 〈G2d+1, . . . , Gn−1, D〉 (d = 0, 1, . . . , [(n − 2)/2]).

The written algebras are not conjugated mutually.
Corollary 2. Let n ≥ 3, Xt = α1J12 + α2J34 + · · · + αtJ2t−1,2t; α1 = 1, 0 < α2 ≤
· · · ≤ αt ≤ 1; t = 1, . . . , [(n−1)/2]; s = 1, . . . , [(n−2)/2]; α > 0. The one-dimensional
subalgebras of the algebra K with the condition ε(K) �= 0 are exhausted with respect
to P̃ (1, n) conjugation by the following algebras:

〈J0n〉; 〈D〉; 〈D + αJ0n〉; 〈J0n + P1〉; 〈D + G1〉; 〈D + J0n + M〉;

〈Xt + αD + βJ0n〉 (β ≥ 0); 〈Xt + αJ0n〉; 〈Xt + α(D + J0n + M)〉;

〈Xt + G2s+1 + αD〉; 〈Xs + P2s+1 + αJ0n〉.

The written algebras are not conjugated mutually.
Proposition 5.10. The one-dimensional subalgebras of the algebra P̃ (1, n) are ex-
hausted wtih respect to the P̃ (1, n) conjugation by the one-dimensional subalgebras
of the algebra K and the following algebras:

〈J12 + β1J34 + · · · + βn/2−1Jn−1,n + γD〉,

〈J12 + β1J34 + · · · + βn/2−1Jn−1,n + P0〉,

where n ≡ 0 (mod 2), γ ≥ 0, 0 < β1 ≤ · · · ≤ βn/2−1 ≤ 1.

6. Subalgebras of the algebras AP̃ (1, 4)
In this section we make use of the previous results to provide a classification of

all subalgebras of AP̃ (1, 4) with respect to P̃ (1, 4) conjugation.
Let F̂ be an subalgebra of AP̃ (1, 4) such that π(F̂ ) = F . An expression F̂ + W

means that W is a subspace of U , [F,W ] ⊂ W , and F̂ ∩ U ⊂ W . As concerns the
algebras F̂ + W1, . . . , F̂ + Ws we will use the notation F̂ : W1, . . . ,Ws.

Lemma 6.1. Let α, β, γ ∈ R, α > 0, β ≥ 0, γ �= 0, and F run through the full
system of representatives of the classes of O(1, 4)-conjugated subalgebras of the
algebra AO(1, 4) [4]. The subalgebras of the algebra AO(1, 4) ⊕ 〈D〉 are exhausted
with respect to Õ(1, 4) conjugation by the algebras F , F ⊕ 〈D〉 and the following
algebras:

〈J12 + αD〉; 〈J12 + cJ34 + αD〉 (0 < c ≤ 1); 〈J04 + αD〉; 〈J12 + cJ04 + αD〉 (c > 0);
〈G3+D〉; 〈G3−J12+αD〉; 〈J12+αD, J34+βD〉; 〈J04+αD, J12+βD〉; 〈J04, J12+αD〉;
〈G3 + D, J12 + βD〉; 〈G3, J12 + αD〉; 〈G1 + D, G2; 〈G3, J04 + γD〉;
〈G3, J12 + cJ04 + γD〉 (c > 0); 〈G3, J04 + γD, J12 + βD〉; 〈G3, J04, J12 + αD〉;
〈G1, G2, J12 + αD〉; 〈G1, G2, J04 + γD〉; 〈G1, G2, J12 + cJ04 + γD〉 (c > 0);



On subalgebras of the Lie algebra of the extended Poincaré group P̃ (1, n) 171

〈G1 + D, G2, G3〉; 〈G1, G2, G3 − J12 + αD〉; 〈J03, J04, J34, J12 + αD〉;
〈J12 + J34, J13 − J24, J23 + J14, J34 + γD〉; 〈G1, G2, J12 + αD, J04 + δD〉;
〈G1, G2, J12, J04 + γD〉; 〈G1, G2, G3 + D, J12 + βD〉; 〈G1, G2, G3, J12 + αD〉;
〈G1, G2, G3, J04 + γD〉; 〈G1, G2, G3, J12 + cJ04 + γD〉 (c > 0);
〈J12, J13, J23, J04 + αD〉; 〈G1, G2, G3, J12 + αD, J04 + δD〉;
〈G1, G2, G3, J12, J13, J23, J04 + γD〉.
Lemma 6.1 is proved with the Goursat method [25] and the result on the classifi-

cation of subalgebras of the algebra AO(1, 4) [4].

Theorem 6.1. Let ∆(Γ) be the system of representatives of the classes of conjugated
subalgebras of the algebra AÕ(1, 4) (respectively, AO(1, 4)) found in Lemma 6.1.
The splitting subalgebras of the algebra AP̃ (1, 4) are exhausted with respect to
P̃ (1, 4) conjugation by the following algebras:

(1) W ⊂+F , where F ∈ Γ, W ⊂ U , and [F,W ] ⊂ W ;
(2) W ⊂+F̂ , where F̂ ∈ ∆ and the projection of F̂ onto AO(1, 4) coincides with

F , F ∈ Γ;
(3) 〈J12, J34 + αD〉: 〈P1, P2〉, 〈P0, P1, P2〉 (α > 0);
(4) 〈G1 + αD, G2 + βD〉: 〈M,P1〉, 〈M,P1 + ωP3〉, 〈M,P1, P3〉, 〈M,P1 + ωP3, P2〉

(ω > 0, α ≥ 0, β ≥ 0, α2 + β2 �= 0);
(5) 〈G1 + αD, G2 + βD, G3,M, P1〉 (α ≥ 0, β ≥ 0, α2 + β2 �= 0);
(6) 〈G1 + αD, G2, G3 + βD,M, P1, P2〉 (α ≥ 0, β ≥ 0, α2 + β2 �= 0).

Proof. Let F̂ be the subdirect sum of F ∈ Γ and D, and W a subspace of U
invariant under F̂ . Then [F,W ] ⊂ W and on the contrary, if [F,W ] ⊂ W then
[F̂ ,W ] ⊂ W . Therefore we can use the results on the classification of the splitting
subalgebras of AP (1, 4) [9]. Only the cases of the algebras F̂ ∈ ∆ simplified by
O(1, 4) automorphisms demand an additional consideration. Such algebras correspond
to the algebra F coinciding with 〈J12, J34〉, 〈G1, G2〉, or 〈G1, G2, G3〉. If, for example,
F̂ = 〈G1 + α1D, G2 + α2D, G3 + α3D〉 then this algebra must be simplified using
transformations contained in the normalizer of 〈M,P1〉, 〈M,P1, P2〉, respectively, in
the group of O(1, 4) automorphisms. The theorem is proved.

We conceive the classification of nonsplitting subalgebras of AP̃ (1, 4) with respect
to P̃ (1, 4) conjugation by virtue of the known classification of the nonsplitting sub-
algebras of AP (1, 4) with respect to P (1, 4) conjugation [11]. The application of the
automorphism exp(θD) allows us to substitute one of the continuous parameters by
the translation generators onto 1.

Let (i1, . . . , iq) = 〈Pi1 , . . . , Piq
〉; (aωb) = 〈Pa + ωPb〉 (ω > 0); (04) = 〈M〉.

Theorem 6.2. The nonsplitting subalgebras of the algebra AP̃ (1, 4) are exhausted
with respect to P̃ (1, 4) conjugation by the nonsplitting subalgebras of the algebra
AP (1, 4) and the following algebras:

〈J04 − D + P0〉: 0, (1), (04), (1,2), (04,1), (1,2,3), (04,1,2), (04,1,2,3);
〈J12 + c(J04 − D + P0)〉: 0, (04), (3), (04,3), (1,2), (1,2,3), (04,1,2), (04,1,2,3)

(c > 0);
〈J04 + D + M,J12 + αM〉: 0, (3), (1,2), (1,2,3) (α > 0);
〈J04 + D, J12 + M〉: 0, (3), (1,2), (1,2,3); 〈J04 + D + M,J12〉: 0, (3), (1,2), (1,2,3);
〈J04 − D + P0, J12 + αP0〉: (04), (04,3), (04,1,2), (04,1,2,3) (α ≥ 0);
〈J04 − D, J12 + P0〉: (04), (04,3), (04,1,2), (04,1,2,3);
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〈J04 − 2D, G3 + P0〉: (04), (04,1), (04,1ω3), (04,3), (04,1ω3,2), (04,1,2), (04,1,3),
(04,1,2,3);

〈J04 − 2D, G3 + P0 −P4〉: 0, (1), (1,2); 〈J04 −D, G3 + P1〉: 0, (04), (04,3), (0,3,4);
〈J04 − D, G3 + P2〉: (1), (04,1), (04,1ω3), (04,1,3), (0,1,3,4);
〈G3 + αP1, J04 − D + P0,M, P3〉 (α > 0); 〈J04 − D + P0, G3 + αP2,M, P1, P3〉

(α > 0);
〈G3, J04 − D + P0〉: (04,3), (04,1,3), (04,1,2,3); 〈G3, J04 + D + M〉: 0, (1), (1,2);
〈G3 + P0, J12 + c(J04 − 2D)〉: (04), (04,3), (04,1,2), (04,1,2,3) (c > 0);
〈G3 + P0 − P4, J12 + c(J04 − 2D)〉: 0, (1,2) (c > 0);
〈G3, J12 + c(J04 −D+P0)〉: (04,3), (04,1,2,3); 〈G3, J12 + c(J04 +D+M)〉: 0, (1,2);
〈G3 + P0, J12, J04 − 2D〉: (04), (04,3), (04,1,2), (04,1,2,3);
〈G3 + P0 − P4, J12, J04 − 2D〉: 0, (1,2);
〈G3, J12 + αP0, J04 − D + P0〉: (04,3), (04,1,2,3) (α ≥ 0);
〈G3, J12 + P0, J04 − D〉: (04,3), (04,1,2,3);
〈G3, J12 + αM, J04 + D + M〉: 0, (1,2) (α ≥ 0); 〈G3, J12 + M,J04 + D〉: 0, (1,2);
〈G1, G2 + P0, J04 − 2D〉: (04,1), (04,1,2), (04,1,2ω3), (04,1,3), (04,1,2,3);
〈G1 + P3, G2 + µP2 + δP3, J04 − D〉 (µ > 0, δ ≥ 0); 〈G1 + P3, G2, J04 − D〉;
〈G1, G2 + P2 + δP3, J04 − D〉 (δ ≥ 0); 〈G1, G2 + P2, J04 − D, P3〉;
〈G1 + P2 + λP3, G2 −P1 + µP2 + δP3, J04 −D,M〉 (µ > 0, λ > 0 ∨ λ = 0, δ ≥ 0);
〈G1 + P2 + λP3, G2 − P1, J04 − D,M〉 (λ ≥ 0); 〈G1 + P3, G2, J04 − D,M〉;
〈G1 + λP3, G2 + P2 + δP3, J04 − D,M〉 (λ > 0 ∨ λ = 0, δ ≥ 0);
〈G1 + P2, G2 − P1 + µP2, J04 − D,M, P3〉 (µ ≥ 0); 〈G1, G2 + P2, J04 − D,M, P3〉;
〈G1 + P2, G2 − P1 + µP2, J04 − D,M, P3〉 (µ ≥ 0);
〈G1 + αP2 + βP3, G2 + P3, J04 − D,M, P1〉 (α > 0 ∨ α = 0, β ≥ 0);
〈G1 + P2 + βP3, G2, J04 − D,M, P1〉 (β ≥ 0); 〈G1 + P3, G2, J04 − D,M, P1〉;
〈G1 + αP2 + βP3, G2 + P3, J04 − D,M, P1 + ωP3〉 (ω > 0);
〈G1 + P2 + βP3, G2, J04 − D,M, P1 + ωP3〉 (ω > 0);
〈G1 + P3, G2, J04 − D,M, P1 + ωP3〉 (ω > 0); 〈G1 + P3, G2, J04 − D,M, P1, P2〉;
〈G1 +P2, G2, J04 −D,M, P1, P3〉; 〈G1, G2 +P3, J04 −D,M, P1 +ωP3, P2〉 (ω > 0);
〈G1+P3, G2, J04−D, P0, P1, P2, P4〉; 〈G1+βP3, G2, J04−D+P0,M, P1, P2〉 (β ≥ 0);
〈G1, G2, J04 − D + P0,M, P1, P2, P3〉; 〈G1, G2, J04 + D + M〉; 〈G1, G2, J04 + D +

M,P3〉;
〈G1 + P2, G2 − P1, J12 + c(J04 − D)〉: (04), (04,3) (c > 0);
〈G1, G2, J12 + c(J04 − D + P0),M, P1, P2, sP3〉 (c > 0, s = 0, 1);
〈G1, G2, J12 + c(J04 + D + M)〉: 0, (3) (c > 0);
〈G1, G2, J12 + P0, J04 − D,M, P1, P2, sP3〉 (s = 0, 1);
〈G1, G2, J12 + M,J04 + D〉: 0, (3);
〈G1, G2, J12 + δP0, J04 − D + P0,M, P1, P2, sP3〉 (δ ≥ 0, s = 0, 1);
〈G1 + P2, G2 − P1, J12, J04 − D,M, sP3〉 (s = 0, 1);
〈G1, G2, J12 + αM, J04 + D + M〉: 0, (3) (α ≥ 0);
〈G1, G2, G3 + P0, J04 − 2D,M, P1, P2, sP3〉 (s = 0, 1);
〈G1, G2 + P2, G3 + αP3, J04 − D〉; 〈G1, G2 + P2, G3 + αP3, J04 − D,M〉;
〈G1 + P2 + βP3, G2 −P1 + µP2 + γP3, G3 + βP1 + γP2 + δP3, J04 −D,M〉 (µ ≥ 0,

β > 0 ∨ β = 0, γ ≥ 0);
〈G1 + P2 + βP3, G2 − P1, G3 + βP1 + δP3, J04 − D,M〉 (β ≥ 0);
〈G1 + βP2, G2 + P3, G3 − P2, J04 − D,M, P1〉 (β ≥ 0);
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〈G1 + βP2 + γP3, G2 + P3, G3 −P2 + µP3, J04 −D,M, P1〉 (µ > 0, β > 0 ∨ β = 0,
γ ≥ 0);

〈G1 + βP2 + γP3, G2, G3 + P3, J04 − D,M, P1〉 (β > 0 ∨ β = 0, γ ≥ 0);
〈G1 + P2, G2, G3, J04 − D,M, P1〉; 〈G1 + P3, G2, G3, J04 − D,M, P1, P2〉;
〈G1, G2, G3, J04 − D + P0,M, P1, P2, P3〉; 〈G1, G2, G3, J04 + D + M〉;
〈G1, G2, G3 + P0, J12 + c(J04 − 2D),M, P1, P2, sP3〉 (c > 0, s = 0, 1);
〈G1 + P2, G2 − P1, G3 + βP3, J12 + c(J04 − D),M〉 (c > 0);
〈G1 + P2, G2 − P1, G3, J12 + c(J04 − D),M, P3〉 (c > 0);
〈G1, G2, G3 + P3, J12 + c(J04 − D)〉: 0, (04);
〈G1, G2, G3, J12 + c(J04 + D + M)〉 (c > 0);
〈J12, J13, J23, J04 − D + P0〉: 0, (04), (1,2,3), (04,1,2,3);
〈G1, G2, G3 + P0, J12, J04 − 2D,M, P1, P2, sP3〉 (s = 0, 1);
〈G1, G2, G3, J12 + P0, J04 − D,M, P1, P2, P3〉;
〈G1, G2, G3, J12 + δP0, J04 − D + P0,M, P1, P2, P3〉 (δ ≥ 0);
〈G1 + P2, G2 − P1, G3 + βP3, J12, J04 − D,M〉;
〈G1 +P2, G2−P1, G3, J12, J04−D,M, P3〉; 〈G1, G2, G3 +P3, J12, J04−D〉: 0, (04);
〈G1, G2, G3, J12 + M,J04 + D〉; 〈G1, G2, G3, J12 + δM, J04 + D + M〉 (δ ≥ 0);
〈G1, G2, G3, J12, J13, J23, J04 − D + P0,M, P1, P2, P3〉;
〈G1, G2, G3, J12, J13, J23, J04 + D + M〉.

7. Conclusions
The results of the present paper may be summarized in the following way.
(1) The maximal Abelian subalgebras of the algebra AP̃ (1, n) have been explicitly

found in Corollary 1 to Theorem 4.2 and Corollary 1 to Theorem 5.1.
(2) The full classification of one-dimensional subalgebras of algebra AP̃ (1, n) is

contained in Corollary 2 to Theorem 4.2, Corollary 2 to Theorem 5.1 and Proposition
5.10.

(3) The completely reducible subalgebras of AÕ(1, n) which possess only splitting
extensions in the algebra AP̃ (1, n) have been picked out. We have established in
Theorem 3.1 that the description of the splitting subalgebras F̂ of AP̃ (1, n) whose
projection F onto AÕ(1, n) does not have any invariant isotropic subspaces in the
space of translations or annul such subspaces, could be reduced to the description of
the irreducible parts of the algebra F .

(4) A number of assertions on the subalgebras of the algebra U ⊂+K ′ has been
proved where K ′ is the normalizer of 〈P0 +Pn〉 in AÕ(1, n). These assertions concern
the following matters: The splittability of all extensions of the subalgebra L ⊂ K ′ in
AP̃ (1, n) or in some other algebras (Propositions 4.1, 4.2, 5.1, and 5.2); the decompo-
sition of invariant subspaces into a direct sum of its projections onto certain subspaces
(Propositions 5.3, 5.5, 5.6, 5.7, and 5.8); the explicit description of some classes of
the conjugated subalgebras of the algebra AP̃ (1, n) (Theorem 4.1, Propositions 4.4
and 5.4).

(5) The full classification with respect to P̃ (1, 4) conjugation of the nonsplitting
subalgebras of AP̃ (1, 4) which are nonconjugate to the subalgebras of AP (1, 4) has
been carried out.

Note added in proof: In Refs. [26–28] the subalgebras of the algebra AP (1, n)
were used to construct the exact solutions of many-dimensional nonlinear d’Alembert
and Dirac equations. The invariants of subgroups of the generalized Poincaré group
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P (1, n) were constructed in Ref. [29]. A number of general results on continuous
subgroups of pseudoorthogonal pseudounitary groups had been obtained [30].
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