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Preface to the English Edition 

This English edition has an additional chapter "Elements of Homological Al­
gebra". Homological methods appear to be effective in many problems in the 
theory of algebras; we hope their inclusion makes this book more complete 
and self-contained as a textbook. We have also taken this occasion to correct 
several inaccuracies and errors in the original Russian edition. 

We should like to express our gratitude to V. Dlab who has not only metic­
ulously translated the text, but has also contributed by writing an Appendix 
devoted to a new important class of algebras, viz. quasi-hereditary algebras. 
Finally, we are indebted to the publishers, Springer-Verlag, for enabling this 
book to reach such a wide audience in the world of mathematical community. 

Kiev, February 1993 Yu.A. Drozd 
V.V. Kirichenko 



Preface 

The theory of finite dimensional algebras is one of the oldest branches of 
modern algebra. Its origin is linked to the work of Hamilton who discovered the 
famous algebra of quaternions, and Cayley who developed matrix theory. Later 
finite dimensional algebras were studied by a large number of mathematicians 
including B. Peirce, C.S. Peirce, Clifford, ·Weierstrass, Dedekind, Jordan and 
Frobenius. At the end of the last century T. Molien and E. Cartan described 
the semisimple algebras over the complex and real fields and paved the first 
steps towards the study of non-semi simple algebras. 

A new period in the development of the theory of finite dimensional al­
gebras opened with the work of Wedderburn; the fundamental results of this 
theory belong to him: a description of the structure of semis imp Ie algebras 
over an arbitrary field; the theorem on lifting the quotient algebra by its rad­
ical; the theorem on commutativity of finite division rings, etc. Most of his 
results were extended to rings with minimal condition (artinian rings) and the 
theory of semi simple algebras found its present form in the work of algebraists 
from the German school headed by E. Noether, E. Artin and R. Brauer. More­
over, their work exposed the fundamental role of the concept of a module (or 
representation) . 

Further development of the theory advanced basically in two directions. 
The first led to establishing the theory of infinite dimensional algebras (and 
rings without chain conditions); those results are reflected in the monograph 
"Structure of rings" by N. Jacobson. The second direction - the study of 
the structure of non-semisimple algebras - met considerable difficulties, most 
of which were not overcome till now. Therefore papers which single out and 
describe "natural" classes of algebras occupy here an important place. This 
direction originates in the investigations of Kothe, Asano and Nakayama of 
principal ideal algebras and their generalizations. 

Throughout its development, the theory of finite dimensional algebras was 
closely related to various branches of mathematics, acquiring from them new 
ideas and methods, and in turn exerting influence on their development. In the 
initial period, the most profound connections were to linear algebra, the theory 
of groups and their representations and Galois theory. Recently, in particular 
in connection with the study of non-semisimple algebras, an important role is 
being played by methods of homological algebra, category theory and algebraic 
geometry. 
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The present book is intended to be a modern textbook on the theory 
of finite dimensional algebras. The basic tools of investigation are methods 
of the theory of modules (representations), which, in our opinion, allow a 
very simple and clear approach both to classical and new results. Naturally, 
we cannot pursue all directions equally. The principal goal of this book is 
structure theory, i. e. investigation of the structure of algebras. In particular, 
the general theory of representations of algebras, which is presently undergoing 
a remarkable resurgence, is almost not touched upon. Undoubtedly, specialists 
will notice the absence of some other areas recently developed. Nevertheless, 
we hope that the present book will enable the reader to learn the basic results 
of the classical theory of algebras and to acquire sufficient background to 
follow and be able to get familiar with contemporary inv~stigations. 

A large portion of the book is based on the standard university course in 
abstract and linear algebra and is fully accessible to students of the second 
and third year. In particular, we do not assume knowledge of any preliminary 
information on the theory of rings and modules (moreover, the word "ring" 
is almost absent in the book). The chapters devoted to group representations 
and Galois theory require, of course, familiarity with elements of group theory 
(for instance, to the extent of A.1. Kostrikin's textbook "An introduction to 
algebra"). At the end of each chapter, we provide exercises of varied complexity 
which contain examples instrumental for understanding the material as well 
as fragments of theories which are not reflected in the main text. We strongly 
recommend that readers (and in particular, beginners) work through most of 
the exercises on their first reading. The most difficult ones are accompanied 
by rather explicit hints. 

The content of the book is divided into three parts. The first part consists 
of Chapters 1-3; here the basic concepts of the theory of algebras are discussed, 
and the classical theory of semisimple algebras and radicals is explained. The 
second part, Chapters 4-6, can be called the "subtle theory of semisimple 
algebras". Here, using the technique of tensor products and bimodules, the 
theory of central simple algebras, elements of Galois field theory, the concept 
of the Brauer group and the theory of separable algebras are presented. Finally, 
the third part, Chapters 8-10, is devoted to more recent results: to the Morita 
theorem on equivalence of module categories, to the theory of quasi-Frobenius, 
uniserial, hereditary and serial algebras. Some of the results of these latter 
chapters until now have been available only in journal articles. A somewhat 
special place is occupied by Chapter 7; in it are developed, based on the 
results from semisimple algebras, the theory of group representations up to 
the integral theorems and the Burnside theorem on solvability of a group of 
order paqb. 

Naturally, we have not tried to formulate and prove theorems in their ut­
most generality. Besides, we have used the fact that we deal only with the 
finite dimensional case whenever, in our view, it simplified our presentation. 
An experienced reader will certainly note that many results hold, for example, 
for arbitrary artinian rings. Very often such generalizations follow almost au­
tomatically, and when this is not the case, it would be necessary to introduce 
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sufficiently complex new concepts, which, in our opinion, could make reading 
the book substantially more difficult. 

We are not presenting a complete list of references on finite dimensional 
algebras because, even when restricted to topics covered in the book, it would 
probably be comparable in length to the entire work. We point out only sev­
eral textbooks and monographs in which the reader can get acquainted with 
other aspects of the theory of rings and algebras [1,2,4-9]. The questions of 
arithmetic of semisimple algebras are dealt with in the book [10], or in the 
classical textbook of Deuring [3]. 

We follow generally used notation. In particular, the symbols <Q, JR, {: de­
note, respectively, the fields of rational, real and complex numbers. Numbering 
of statements is done in the book by sections. For instance, "Theorem 4.6.5" 
denotes the fifth theorem in Section 6 of Chapter 4. 
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1. Introduction 

1.1 Basic Concepts. Examples 

An algebra over a field K, or a K -algebra, is a vector space A over the field K 
together with a bilinear associative multiplication. In other words, to any two 
elements a and b from the space A, taken in a definite order, there corresponds 
a uniquely defined element from A which is usually called their product and 
denoted by ab, whereby the following axioms are satisfied: 

1) a( b + c) = ab + ac ; 

2) (b + c)a = ba + ca; 

3) (aa)b = a(ab) = a(ab); 

4) (ab)c = a(be) , 

where a, b, c are arbitrary elements from A and a an arbitrary element (scalar) 
of the field K. 

An algebra A is said to be finite dimensional or infinite dimensional ac­
cording to whether the space A is finite dimensional or infinite dimensional. 
We shall consider mainly finite dimensional algebras, although in some chap­
ters we shall deal with infinite dimensional ones. 

The dimension of the vector space A is called the dimension of the algebra 
A and is denoted by [A : K). 

It follows from the bilinearity of the multiplication that, given a basis 
{a1' a2, ... , an} of the space A, the multiplication is uniquely determined by 

n 
the products of the basis vectors bij = aiaj. Indeed, if a = L aiai and 

i=1 
n 

b = L {3jaj, then 
j=1 

ab = (t aiai ) (t (3jaj) = t ai{3j( aiaj) = t ai{3j bij . 
i=1 j=1 i,j=1 i,j=1 

n 
Now, decompose the vectors bij with respect to the basis: bij = L l'fjak. 

k=1 
We see that the structure of the algebra over the space A with a fixed basis is 
uniquely given by a choice of n3 elements l'fj (i, j, k = 1,2, ... ,n) of the field 
K. These elements are called the structure constants of the algebra. A. 
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Of course, the vectors bij (and thus the structure constants "Yfj) cannot 
be chosen arbitrarily; although the bilinearity of the multiplication (i. e. the 
validity of the axioms 1)-3)) is guaranteed by the defining formula 

n n n 

(L>~iai) (L:: /3jaj) = L:: Cti/3ntak, 
i=1 j=l i,j,k=1 

the associativity is, in general, not satisfied. Indeed, 

n n 

(aiaj)ak = L "Yfjaeak = L "Yfj "YF/. am , 
l=1 l,m=1 

n n 

ai(ajak) = aj L "Y]k af = L "Y]k "Yil am , 
(=1 l,m=1 

and thus it follows that, for arbitrary i,j, k, m, 

n n 
",em ",lm o "Yij"Ylk = 0 "Yjk"Yil . (1.1.1) 
(=1 l=1 

Conversely, the relations (1.1.1) imply that multiplication is associative 
for the basis vectors, and one can therefore easily verify that multiplication 
is, indeed, associative. 

Assume that {(it, a2, ... , an} is another basis of the space A, related with 
the original basis by the transformation matrix S = (Sij). Then 

ajaj = Cf: Sital) (i>jrar) = t SieSjr(aear) = 
l=1 r=l f,r=l 

n n 

.f,r,m=l k,l,r,m=l 

where S:"k are the entries of the inverse matrix 8-1 . Consequently the struc­
ture constants .:rt corresponding to the new basis have the form 

n 

.:rt = L SjiSjkS:"/c"Yf:, 
£,r,m=l 

i. e. the elements "Yt can be considered as the coordinates of a three valent 
tensor (twice covariant and once contravariant). 

An element e of an algebra A is called the identity of the algebra if 

ae = ea = a for an arbitrary element a E A. 

In what follows we shall always assume that A has the identity. Observe that 
the identity e is unique: if e' is another identity, then e = ee' = e'. 
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The existence of the identity is a usual and non-essential restriction. If 
A is an algebra without the identity, then it is always possible to "adjoin" 
it by considering the algebra A consisting of the pairs (a, a), where a E A, 
a E K with the componentwise addition and scalar multiplication, and the 
multiplication defined by 

(a,a)(b,p) = (ab+ab+ap,ap). 

It is easy to verify that A is an algebra and that the element (0,1) is its 
identity. All the properties of the algebras A and A are essentially the same; 
we shall illustrate this fact in the exercises. 

Examples. 1. The set of all square matrices of order n with entries from a field 
K forms an algebra with respect to the ordinary operations on the matrices. 
It is a finite dimensional algebra of dimension n2 which will be denoted by 
Mn(K). 

2. The polynomials in one variable over a field K form an infinite dimen­
sional algebra K[x]. 

3. If V is a vector space over the field K, then the linear transformations 
of the space V form also an algebra E(V). This algebra is finite dimensional 
if and only if V is finite dimensional. 

4. Consider the four-dimensional vector space over the field JR of the real 
numbers, with the basis {e, i, j, k}. Define the multiplication by means of the 
following table: 

e i J k 

e e i J k 

i i -e k -j 

j j -k -e i 

k k J -t -e 

(The product ab is written in the row denoted by a and in the column denoted 
by b.) 

It is easy to verify that one obtains in this wayan algebra with identity e 
over the field JR. This algebra is called the quaternion algebra ill. Historically, 
it is one of the first examples of an algebra. 

5. Every extension L of a field K, i. e. a field containing K as a subfield, 
can be considered as an algebra over K. If this algebra is finite dimensional 
then the extension is called finite; otherwise, it is called infinite. 

6. Let G be a group. Consider the elements of this group as basis elements 
of a vector space, i.e. consider the set KG of all formal sums of the form 
2: agg, where a g are elements of the field K which are, except for a finite 

gEG 

number, all equal to zero. The group multiplication (products of the basis ele­
ments) defines the algebra structure over the space KG. This algebra is called 
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the group algebra of the group G over the field K and plays a fundamental 
role in the theory of representations of groups. 

7. Consider the n-dimensional vector space of all n-tuples (aI, a2, ... , an), 
ai E K, with coordinatewise addition and scalar multiplication. By defining 
the multiplication coordinatewise 

(aI, a2,· .. , a n )(f3I, f32, . .. , f3n) = (alf31, a2f32, . .. , a n f3n), 

we obtain an algebra over the field K which will be denoted by Kn. 
8. Let AI, A 2, ... , An be algebras over the field K. Consider their Cartesian 

product A, i. e. the set of all sequences (aI, a2, ... , an), ai E Ai, and define 
the operations coordinatewise: 

(aI, a2, ... , an) + (bl , b2, ... , bn ) = (al + bl , a2 + b2, ... , an + bn ) , 

a(al,aZ, ... ,an ) = (aal,aa2, ... ,aan ), 

(aI, a2, ... , an )( bl , b2, ... , bn ) = (al bl , a2 b2, ... , an bn ) . 

Clearly, in this way A becomes an algebra over K which is called the direct 
product of the algebras A.I , A 2, ... , An and is denoted by Al x A2 X ... x An, 

n 
or IT Ai. The algebras AI, A 2, ... , An are said to be direct factors of the 

i=1 
algebra A. Of course, the preceding example is a particular case of the present 
example, if Al = A.2 = ... = An = K. 

An algebra is called commutative if the multiplication is commutative, 
i. e. if ab = ba for all a, b E A. The algebras of the Examples 2, 5 and 7 
are commutative. The algebra of Example 6 is commutative if the group G 
is commutative. The algebra of Example 8 is commutative if all the direct 
factors AI, A 2, ... , An are commutative. The remaining algebras of the above 
examples are non-commutative. 

A subset B of an algebra A is said to be a subalgebra if B itself is an 
algebra with respect to the operations in A, and has the same identity. In 
other words, B has to be a subspace of A such that e E B and if a, b E B, 
then ab E B. 

Examples. 1. The set of triangular matrices, i. e. all matrices (aij) such that 
aij = 0 for j < i, form a subalgebra of the algebra Mn(K) of all matrices. 
This algebra will be denoted by Tn(K). 

2. The diagonal matrices also form a sub algebra of Mn(K); it will be 
denoted by Dn(K). 

3. The set of all matrices of the form 

al a2 a3 an-I an 
0 al a2 a n-2 an-I 
0 0 al a n-3 a n-2 
.......................... 
0 0 0 al a2 

0 0 0 0 al 
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form a sub algebra of Mn(I() of dimension n. This algebra will be called the 
Jordan algebra and denoted by In(K). 

4. If H is a subgroup of G, then K H is a sub algebra of KG. 
5. The set of all elements c of an algebra A which commute with all 

elements of the algebra, i. e. such that ca = ac for all a E A, form, evidently, 
a sub algebra of A; it is called the center of the algebra A and is denoted by 
C(A). 

6. Consider, in an algebra A, the set of all scalar ml'ltiples of the identity, 
i. e. of all elements of the form ae with a E K. Since (ae )(;3e) = a;3e, this set 
forms a subalgebra denoted by K e. 

The fundamental goal of any theory is a classification of the objects un­
der investigation. We are going to classify the algebras of small dimensions. 
If [A: K] = 1, then A = K e and the structure of A is fully determined; 
consequently, the first interesting case is when [A : K] = 2. 

Choose a basis in a two-dimensional algebra A, taking e as the first basis 
element: {e, a}, a rt K e. Then the multiplication is uniquely determined by 
the product aa = a2; clearly, associativity is automatically satisfied. Moreover, 
such an algebra is necessarily commutative. Let a2 = pa + qe, where p and 
q are some (fixed) elements of the field K. Consider the polynomial g( x) = 
x2 - px - q. The element a is a "root" of this polynomial. It turns out that 
the structure of A is essentially determined by the properties of the roots of 
g( x) in K. There are 3 possible cases. 

Case 1. g(x) has in K two distinct roots Xl =/:. X2. Then p = Xl +X2, q = -XIX2. 
Put 

b = a - Xl e . 
X2 - Xl 

Since b rt K e, {e, b} is a basis of A; moreover, 

pa+qe- 2Xla+xie 
(X2 - XI)2 

= b. 

(X2 - xI)a - (X2 - xI)xle 

(X2 - xt)2 

Case 2. g(x) has in K a unique (double) root, i.e. g(x) = (x - xt)2, where 
Xl E K. Putting b = a - Xl e, we obtain the basis {e, b} for which 

Case 3. g(x) has no roots in K, i. e. g(x) is irreducible over the field K. We 
shall show that A is a field, i. e. that every non-zero element b has an inverse 
b- l such that bb- l = e. The easiest way to show this consists in "destroying 
irrationality in the denominator". Let b = aa+;3e. Then g(x) = (ax+;3)f(x)+ 
r, where r E K, the remainder of g(x) when divided by ax+;3, is non-zero and 



6 1. Introduction 

f(x) = a'x + (3'. But then it follows that g(a) = 0 = (aa+(3e)(a'a+(3'e)+re, 
. h 1 ( a' a + (3' e). 1· f b 
1. e. tee ement - IS t le Inverse 0 . 

r 

Consequently, we have obtained the following result. 

Theorem 1.1.1. A two-dimensional algebra A over a field J{ is either a field 
or it possesses a basis {e, b} such that b2 = b or b2 = o. 

If the field J{ is algebraically closed (for example, if J{ is the field of 
complex numbers), then Case;] above (that of the field) is not possible. 

1.2 Isomorphisms and Homomorphisms. 
Division Algebras 

In describing the two-dimensional algebras, we have seen that many of them 
(for instance, all algebras of Cases 1 and 2 above) have a "similar structure" in 
the sense that, for instance, it is possible to choose bases with identical tables 
of multiplication. Such algebras possess essentially the same properties and 
cannot be "internally differentiated", although they may be defined over dis­
tinct vector spaces. All such algebras will be identified and considered simply 
to be different copies of the same algebra. This leads to an important concept 
of the theory of algebras (and many other mathematical theories), namely to 
the concept of an isomorphism. 

An isomorphism from an algebra A to an algebra B is a one-to-one linear 
map f of the space A onto the space B which preserves multiplication, i. e. 
such that f( al a2) = f( al )f( a2) for any elements aI, a2 from the algebra A. 
If there is an isomorphism from the algebra A to the algebra B, then the 
algebras A and B are called isomorphic. This will be denoted by A ~ B or, if 
the isomorphism f is to be indicated explicitly, by f : A .2+ B. 

It is obvious that the existence of an isomorphism f : A .2+ B is equivalent 
to the fact that one can choose bases in A and B with identical tables of 
multiplication. In particular, all two-dimensional algebras over the field J{ in 
Cases 1 or 2 of the preceding paragraph are mutually isomorphic. 

In the theory of algebras, isomorphic algebras are, as a rule, identified. It is 
said that the algebras are studied "up to an isomorphism". For instance, up to 
an isomorphism, there are two two-dimensional algebras over an algebraically 
closed field. It is not difficult to verify that these algebras are J{2 and J2 ( J{). 

A classical example of an isomorphism, one which is very important for 
linear algebra, is the isomorphism between the algebra of the linear opera­
tors E(V) of an n-dimensional space V and the matrix algebra Mn(I{); it is 
obtained by assigning to an operator its matrix with respect to a fixed basis. 

Another example of isomorphic algebras is given by the algebras J{n and 
Dn(I{) (the algebra of diagonal matrices). 



Isomorphisms and Homomorphisms. Division Algebras 7 

Finally, for an arbitrary algebra with identity e, the subalgebra K e is iso­
morphic to the basis field. In what follows, we shall always identify the element 
a of the field K with the element ae E A (its image in this isomorphism) and 
consider the field K as a subalgebra of the K-algebra A. In particular, the 
identity of the algebra A will be often denoted simply by l. 

The concept of a homomorphism plays also an important role in the theory 
of algebras. 

A homomorphism from an algebra A to an algebra B is a linear map 
f : A -+ B which preserves multiplication and the identity, i. e. such that 
f(ala2) = f(adf(a2) for any aI, a2 E A and f(eA) = eB, where eA is the 
identity of the algebra A and eB the identity of the algebra B. 

If the homomorphism f is injective, i. e. if al =f a2 implies f( al) =f f( a2), 
then it is called a monomorphism. If f is surjective, i. e. for an arbitrary 
element b E B, there is a E A such that b = f( a), then it is called an 
epimorphism. 

Obviously, if f is at the same time a monomorphism as well as an epi­
morphism, then it is an isomorphism. In this case (and only in this case) f 
possesses an inverse map f- l which is an isomorphism of B to A. 

Since the homomorphism f is a linear map, it is sufficient, in order that 
it is a monomorphism, that f(a) = 0 implies a = o. Indeed, if this is the case, 
then it follows from f(ad = f(a2) that f(al - a2) = 0, and thus al - a2 = 0, 
i.e. al = a2· 

As for maps, there is a product (or composition) defined for homomor­
phisms: if f : A -+ Band 9 : B -+ C are homomorphisms of algebras, then 
the map gf : A -+ C defined by gf(a) = g(f(a)) can easily be shown to be a 
homomorphism, as well. The multiplication of homomorphisms is associative: 
if one of the products (gf)h and g(fh) is defined, then the other is defined 
and they are equal. 

Let us give the following example of a homomorphism. Let a be a fixed 
element of an algebra A. Consider the map K[x] -+ A, assigning to each 
polynomial f(x) = aoxn + alxn- 1 + ... + an the element f(a) = aoan + 
alan - l + ... + an. Clearly, it is a homomorphism and its range consists of all 
possible elements of the form f(a). This image is usually denoted by K[a] and 
is called a monogenic subalgebra generated by the element a. In the particular 
case that K[a] = A, the algebra A is called monogenic. The element f(a) is 
said to be the value of f( x) for x = a. 

We shall now turn our attention to the study of internal properties of 
algebras and their elements. 

An element a of an algebra A is called a left (right) divisor of zero if there 
is a non-zero element bE A such that ab = 0 (ba = 0, respectively). 

Similarly, a is called a left (right) divisor of identity if there is an element 
b E A such that ab = 1 (or ba = 1, respectively). 

Observe that if a is at the same time both left and right divisor of identity, 
i. e. ifthere are b, b' such that ab = b' a = 1, then b' = b' (ab) = (b' a)b = b, and if 
ac = 1, then b = b(ac) = (ba)c = c. Thus, b is a uniquely determined element 
satisfying ab = 1, and similarly a uniquely determined element satisfying 
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ba = 1. In this case the element is called invertible, and b is called the inverse 
of a and is denoted by b = a- l . 

Generally speaking, the relationship among the four properties introduced 
above is rather complex. However, in finite dimensional algebras the matter 
is very simple. 

Theorem 1.2.1. In a finite dimensional algebra 

1) every left divisor of zero (identity) is a right divisor of zero (identity), 
and vice versa; 

2) every element is either a divisor of zero or a divisor of identity; 
3) a divisor of zero cannot be a divisor of identity. 

Proof. a) First, let us prove that in every algebra, a left (right) divisor of zero 
cannot be a right (left) divisor of identity. Indeed, let ab = 0 but b -:f. 0, and 
at the same time ca = 1. Then 0 = c(ab) = (ca)b = b, a contradiction to the 
assumption b -:f. O. 

b) Now, let the algebra A be finite dimensional, and let a E A be an 
element which is not a left divisor of zero. Consider the map f of the vector 
space A into itself, given by the formula f(x) = ax. It turns out, in view of 
the algebra properties, that f is a linear map and that, since a is not a left 
divisor of zero, f( x) = 0 implies x = O. But then, since A is finite dimensional, 
f is a non-singular map and its image coincides with the entire space A. In 
particular, 1 = feb) = ab for some bE A, and a is thus a left divisor of identity. 

In a similar manner, if a is not a right divisor of zero, then it is a right 
divisor of identity. 

c) We can now complete the proof of the theorem. If an element a E A 
is a left divisor of zero, then, in view of a), it cannot be a right divisor of 
identity. Thus, in view of b), it must be a right divisor of zero. The other 
assertions of 1) can be proved in a similar way. Furthermore, a) implies 3) and 
b) implies 2). 0 

An algebra in which every non-zero element is invertible is called a division 
algebra. 

Corollary 1.2.2. A finite dimensional algebra without divisors of zero is a 
division algebra. 

Corollary 1.2.3. A subalgebra of a finite dimensional division algebra is 
a division algebra. In particular, the center of a finite dimensional division 
algebra is a field. 

Every element of a finite dimensional K-algebra A is a "root" of some non­
zero polynomial f(x) E K[x] (i.e. f(a) = 0). Indeed, otherwise the sub algebra 
K[a] would be isomorphic to K[x]; this is impossible, because the space K[x] 
is infinite dimensional. The polynomial of the least degree with the leading 



1.3 Representations and Modules 9 

coefficient 1 whose root is a is called the minimal polynomial of the element a 
and is denoted by ma(x). 

Proposition 1.2.4. Every polynomial having a as its root is divisible by 
ma (x). In particular, the minimal polynomial is uniquely determined. 

Proof. Let f(a) = o. Divide f(x) by ma(x): 

f(x) = ma(x)g(x) + r(x), 

where rex) = 0 or its degree is less than the degree of ma(x). But f(a) = 
rea) = 0, and thus the latter case is impossible: f(x) is divisible by ma(x). 

o 

Proposition 1.2.5. If A is a finite dimensional division algebra over a field 
K, then the minimal polynomial ma (x) of every element a E A is irreducible. 

Proof. If ma(x) = f(x)g(x), where f and g are polynomials of smaller degree, 
then 0 = maCa) = f(a)g(a)j but, since f(a) "# 0, g(a) "# 0, this is impossible. 

o 

Corollary 1.2.6. If K is algebraically closed, then the only finite dimensional 
division algebra over K is K itself. 

Proof. If A is such a division algebra and a is an (arbitrary) element, then 
ma(x) is an irreducible polynomial and thus, since A is algebraically closed, 
it is linear: ma(x) = x - Q. Therefore a = Q E K. Consequently, A = K, 
completing the proof. 0 

1.3 Representations and Modules 

The definition of an algebra given at the beginning of this chapter is useful 
and important in that it covers a rather large variety of objects. However, 
in investigations of the structure and properties of algebras, it is very often 
essential to have a concrete realization of a given algebra, for instance, as a 
suitable matrix algebra (or as an algebra of linear operators). Such realizations 
are studied in the theory of representations which in many ways will be our 
main tool of investigation in this book. 

A representation of a K -algebra A is a homomorphism T of A into the 
algebra E(V) of the linear operators on some K -space V. In other words, to 
define a representation T is to assign to every element a E A a linear operator 
T( a) in such a way that 



10 1. Introduction 

T(a + b) = T(a) + T(b) 

T(aa) = aT(a) 

T(ab) = T(a)T(b) 

T(l) = E (the identity operator) 

for arbitrary a, b E A, a E K. If the space V is finite dimensional, then its 
dimension is called the dimension (or degree) of the representation T. Evi­
dently, the image of the representation T, i. e. the set of all operators of the 
form T(a), forms a sub algebra of E(V). If T is a monomorphism, then this 
subalgebra is isomorphic to the algebra A. In this case, the representation is 
said to be faithful. 

Theorem 1.3.1 (Cayley). Every algebra admits a faithful representation. 
In other words, every algebra is isomorphic to a subalgebra of the algebra of 
linear operators. 

Proof. It follows from the axioms of an algebra that, for an arbitrary element 
a E A, the map T( a) : x I-t xa, x E A, is a linear operator on the space A 
and that T(a + b) = T(a) + T(b), T(aa) = aT(a), T(ab) = T(a)T(b) and 
T(l) = E (identity operator). Thus, T is a representation of the algebra A. If 
a :f= b, then 1a :f= lb. It follows that the operators T(a) and T(b) are distinct 
and that T is a faithful representation, as required. 0 

The representation constructed in the proof of Cayley's theorem is called 
regular and is of great importance in the theory of algebras (one may ex­
pect this because it provides a relatively simple and standard realization of 
the given algebra). The dimension of the regular representation equals the 
dimension of the algebra. 

If the representation T is finite dimensional (and in what follows, we shall 
consider only such representations), then one may choose a basis in the space 
V and assign to each operator T(a) its matrix (T(a)). Obviously, the corre­
spondence a I-t (T(a)) is a homomorphism of the algebra A to the matrix 
algebra Mn(K), where n is the dimension of the representation T. Such a ho­
momorphism is called a matrix representation of the algebra A. If a new basis is 
chosen in the space V, then every matrix (T(a)) transforms into C(T(a))C-l, 
where C is the matrix of the transformation. The matrix representations re­
lated this way are said to be similar. 

The concept of similarity can be defined also for operator representations: 
two representations T : A -t E(V) and S : A ---t E(W) are called similar 
if there is an isomorphism f of the space V onto the space W such that 
T(a) = fS(a)f-l for any element a E A. From the above, it follows easily 
that one can choose bases of V and W in such a way that the matrices of 
the operators T(a) and Sea) coincide. Therefore, it is reasonable to study the 
representations up to a similarity, i. e. to identify similar representations. 

In what follows, as a rule, we shall not distinguish between the representa­
tion and the corresponding matrix representation. Observe that Theorem 1.3.1 
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(Cayley's theorem) can be also formulated as follows: Every finite dimensional 
algebra is isomorphic to a sub algebra of a matrix algebra (of course, the fact 
that the algebra is finite dimensional is necessary in order that the regular 
representation be finite dimensional). 

As a rule, it is convenient not to consider the space V and the homomor­
phism T : A -+ E(V) separately but to view the elements of the algebra as 
operators on V. This leads to the concept of a module. 

A right module over a K-algebra A, or a right A-module, is a vector space 
M over the field K whose elements can be multiplied by the elements of the 
algebra, i. e. to every pair (m, a), m EM, a E A, there corresponds a uniquely 
determined element ma E M such that the following axioms are satisfied: 

1) (ml + m2)a = mla + m2a; 

2) m(al + a2) = mal + ma2; 
3) (am)a = m(aa) = a(ma) where a E K; 
4) m(ab) = (ma)b; 

5) m1 = m. 

We shall show that, for any representation of the algebra A, we can con­
struct a right module over that algebra, and vice versa: for any right module, 
we can construct a representation. 

Let T : A -+ E(V) be a representation of the algebra A. Define the 
product of the elements of V by the elements of the algebra by putting va = 
vT(a) for any v E V, a E A. It follows immediately from the definition of a 
representation that, in this way, V becomes a right A-module. We say that 
this module corresponds to the representation T. 

On the other hand, if M is a right module over A, then it follows from the 
axioms of a module that, for a fixed a E A, the map T( a) : m 1-+ ma is a linear 
transformation in the space M. Assigning to every a the operator T( a) (or its 
matrix with respect to a basis), we obtain a representation of the algebra A 
corresponding to the module M. 

In particular, to a regular representation, there corresponds a regular mod­
ule. Here M = A and ma is the product of the elements m and a in the 
algebra A. 

In what follows, unless stated otherwise, all modules under consideration 
will be assumed finite dimensional (as vector spaces over K). 

We introduce also the concepts of homomorphism and isomorphism for 
modules. 

A homomorphism of a right A-module M into a right A-module N is a 
linear map 1 : M -+ N for which (ma)1 = (mf)a for arbitrary elements 
mE M and a E A. 

If, in addition, 1 is bijective, then it is called an isomorphism, and the 
modules M and N are called isomorphic. In this case, we write 1: M ..::'t N, 
or simply M ~ N. Evidently, if 1: M ..::'t N, then 1-1 : N ..::'t M. Isomorphic 
modules have the same properties and are identified. 
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Theorem 1.3.2. The representations corresponding to isomorphic modules 
are similar and conversely, the modules corresponding to similar representa­
tions are isomorphic. 

Proof. Let T and S be the representations corresponding to the modules M 
and N, and f: M ~ N. Then, for any m E M and a E A, we have 

mT(a)f = (ma)f = (mf)a = mfS(a) , 

i.e. T(a)f = fS(a), or T(a) = fS(a)f-l. 
Conversely, assume that the representations T and S are similar, i. e. that 

T(a) = fS(a)f-l. Then, if M and N are the corresponding modules, f is a 
one-to-one linear transformation of M onto N satisfying 

(nw)f = 1TI-T(a)f = mfS(a) = (mf)a 

for any m E M and a E A, i. e. f is an isomorphism of the modules. 0 

In this way the concept of a module isomorphism corresponds precisely to 
the concept of a representation similarity. 

In the sequel, it will be convenient to write the homomorphisms of right 
modules on the left, i. e. to write fa instead of af. Thus, unless stated other­
wise, we shall always keep to this system of notation. 

As homomorphisms of algebras, homomorphisms of modules can also 
be multiplied defining the product gf : M -+ L of the homomorphisms 
f : M -+ Nand 9 : N -+ L by gf(m) = g(f(m» for all elements m E M 
(it is easy to verify that gf is again a homomorphism). 

However, for homomorphisms of modules we have also other operations: 
additon and scalar multiplication. If f and 9 are homomorphisms of a module 
M into a module N, then f + 9 : M -+ N is defined by (f + g)(m) = 
f(m) + gem) and oJ : M -+ N, where a E K, by (af)(m) = af(m) for all 
mEM. 

One sees immediately that both f + 9 and af defined above are homo­
morphisms and that the set of all homomorphisms from M to N forms with 
respect to these operations a vector space over the field K. We shall denote 
this space by HomA(M, N). 

The multiplication of homomorphisms behaves in the usual way: it is 
associative, i. e. (gf)h = g(fh) whenever these products are defined (obvi­
ously, they are defined simultaneously), and bilinear, i. e. g(f + h) = 9 f + gh; 
(g + f)h = gh + fh; g(af) = (ag)f = a(gf) whenever these expressions have 
meanings. The proofs are easy and are left to the reader. 

If a homomorphism f : M -+ N is injective, i. e. if ml =1= m2 implies that 
f(md =1= f(m2), then it is called a monomorphism. If f is surjective, i. e. if 
every element of N is of the form f( m), then f is called an epimorphism. 
Clearly, if f is both a monomorphism and an epimorphism, then it is an 
isomorphism. As in the case of algebras, in order that f be a monomorphism, 
it is sufficient that f(m) = 0 implies m = O. 
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Analogously to the concept of a right module, one can define a left module 
over the algebra A as a vector space L together with a multiplication 01 (a E A, 
i E L, ai E L) satisfying the following axioms: 

1) a(il + i 2) = 011 + ai2 , 
2) (al + a2)i = ale + a2e, 
3) a(ni) = (na)i = n(ai), n E K, 

4) (ab)i = a(bi) , 

5) Ii = i. 

To left modules, there correspond the antirepre8entation8 of the algebra A, 
i.e. the linear transformations T : A -+ E(V) such that T(ab) = T(b)T(a); 
T(l) = E. The concepts of similarity, homomorphism and isomorphism can 
be defined for the antirepresentations and left modules in a similar way as 
for representations and right modules. Also the theorems corresponding to 
Theorems 1.3.1 and 1.3.2 hold. In particular, by considering the algebra A as 
a left module over itself, we obtain the concept of the regular left module and 
the regular antirepre8entation. 

In what follows, we shall consider, as a rule, just the right modules and 
shall simply speak about module8 over an algebra A, or A-modules. The reader 
may verify easily that all results which will be proved, hold also for left mod­
ules. Therefore, whenever convenient, we shall use them without any particular 
notice. 

1.4 Submodules and Factor Modules. 
Ideals and Quotient Algebras 

It is well-known that, in linear algebra, the concept of an invariant sub­
space of an operator plays a very important role. If we have a representation 
T : A -+ E(V) of an algebra A, then it is natural to consider the subspaces 
of V which are invariant with respect to all operators of the representation. 
This leads to the concept of a submodule. 

A 8ubmodule of an A-module M is a subspace N c M such that na E N 
for all elements n E N and a E A. 

Choose a basis {el,'" ,ed in the subspace N and complete it to a basis 
of M: {el,"" ek, ek+l,'" ,em}' Then, with respect to this basis, the repre­
sentation T corresponding to the module M has the form 

T(a) = (T1(a) 0) 
X(a) T2(a) . 

(1.4.1 ) 

Such a representation (and anyone similar to it) is called reducible. Clearly, 
Tl is the representation corresponding to the module N. 

On the other hand, let a representation be reducible, i. e. have a form 
(1.4.1), where Tl is a representation of dimension k. Then the subspace N 
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spanned by the first k elements of the basis, is invariant with respect to all 
operators T(a), i.e. it is a submodule of IvI. 

It follows from the properties of operations with matrices partitioned into 
blocks, that the map a f-+ T2 (a) is also a representation of the algebra A. The 
corresponding module can be interpreted as follows. 

Let m E M. Consider the set m + N consisting of all elements of the 
form m + 11, where 11 runs through all N. Such sets are called the congruence 
classes of M by N (clearly, the congruence class m + N is a linear variety 
defined by the subspace N through the vector m). If an element x belongs 
to the class m + N, then we say that x is congruent to m modulo Nand 
write x == m(modN). We are going to show that two congruent classes either 
coincide or are disjoint. 

Indeed, if (m1 +N)n(m2 +N) =I 0, then there are two elements 111 and 112 
in N such that m1 + n1 = m2 + n2. From here, m1 - m2 = n2 - n1 = 110 E N, 
and for every element n EN, 

and 
m2 + 11 = 17'/'1 + 11 - 110 E m1 + N , 

i. e. m1 + N = m2 + N. 
One can see easily that if x E m, + Nand y E m l + N, then x + y E 

(m + m/) + N and also ax E mn + Nand xa E ma + N for all elements 
a E K, a E A. Consequently, one can define on the set of the congruence 
classes an A-module structure, defining 

(m + N) + (m l + N) = (m + m/) + N, 

a( m + N) = am + N , 

(m+N)a=ma+N. 

(1.4.2) 

The fact that all axioms are satisfied is clear because the operations with 
the classes are determined by means of their "representatives", i. e. by the 
operations in the module 1l1. 

The set of congruence classes of M by N together with the module struc­
ture defined by (1.4.2) is called the factor module of the module M by the 
submodule N and is denoted by MIN. 

Observe that the factor module defines a canonical map 7r : M ~ MIN 
assigning to each element m E !vI the class m + N. Moreover, the formulae 
(1.4.2) imply that 7r is a homomorphism (and obviously an epimorphism). We 
shall call this epimorphism the projection of M onto the factor module MIN. 

It is trivial to verify that if {e1' ... ,ed is a basis of N and {eH1' ... ,em} 
its completion to a basis of 111, then the classes 7r( eHd, ... , 7r( em) form a 
basis of MIN and the corresponding representation coincides with T2 . 

The sub modules of the regular module are called the right ideals of A. 
Thus, a right ideal is a space I C A such that, if x E I and a E A, then 
xa E I. The submodules of the left regular module are called the left ideals. 
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Let us point out that in the term "right ideal" we shall never omit the adjective 
"right" because the term "ideal" alone is used with quite a different meaning. 

Important examples of submodules and factor modules occur in the study 
of homomorphisms. 

Let f : Ml -+ M2 be a homomorphism of A-modules. The set of all 
elements m E Ml for which f(m) = 0 is its kernel Ker f. The image Imf of 
the homomorphism f is the set of all elements of M2 of the form f(m). 

Theorem 1.4.1 (Homomorphism Theorem). For any homomorphism 
f : Ml -+ M2 the kernel and the image are sub modules of Ml and M 2 , 
respectively, and Im f ~ MIlKer f. 

Proof. If f(m) = f(m') = 0, then f(m + m') = f(m) + f(m') = 0, f(am) = 
af(m) = 0 and f(ma) = f(m)a = 0, i.e. Kerf = Nl is a submodule of MI. 
Similarly, since f(m) + f(m') = f(m + m'), af(m) = f(am) and f(m)a = 
f(ma), Imf = N2 is a submodule of M2. 

Let m + Nl be an element of MI/Nl and x E m + N 1 • Then x = m + n, 
where fen) = 0 which yields f(x) = f(m). Thus, putting gem + N 1 ) = f(m), 
we define a map g : MI/Nl -+ N2; moreover, from the fact that f is a 
homomorphism and from the definition of the operations (1.4.2) in a factor 
module it follows that g is a homomorphism. 

Assume that gem + N 1 ) = o. Then f(m) = 0, i.e. mE N1 , and therefore 
m + Nl = 0 + Nl is the zero class of the factor module MI/ N1 , and thus g is a 
monomorphism. Since every element from N2 has a form f(m) = gem + N1 ), 

g is an epimorphism, and hence an isomorphism of MIlKer f onto 1m f. 0 

Although it is very simple, the homomorphism theorem plays an important 
role in the study of modules. We shall illustrate this with an example. 

A module M is said to be cyclic, if it contains an element mo such that 
every element of M is of the form moa, where a E A. The element mo is called 
a generator of the module M. 

Corollary 1.4.2. Every cyclic module is isomorphic to a factor module of the 
regular module by a suitable right ideal. 

Proof. Let M be a cyclic module with a generator mo. It follows from the 
module axioms that the map f : A -+ M defined by f(a) = moa is a 
module homomorphism and that, since mo is a generator, Imf = M. But 
then M ~ AIKer f, where Ker f is a right ideal. 0 

We shall also often use the following result which refines the homomor­
phism theorem. 

Theorem 1.4.3 (Noether). Let N be a submodule of M and 11' the projection 
of M onto !VI = MIN. For any submodule L C M, set 1I'(L) = {1I'(x) I x E L} 
and for any submodule £ c !VI, set 11'-1(£) = {x E M 11I'(x) E £}. Then 

1) 11'-1(£) is a submodule in M containing N; 
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2) 1I"(1I"-I(L» = L and if L :> N, then 1I"-1(1I"(L» = L; 
3) if L = 11"-1 (L), then LIN ~ L and MIL ~ MIL. 

In this way, we obtain a bijective correspondence between the submodules of 
M and the sub modules of M containing N; moreover, this correspondence 
preserves the operation of forming factor modules. 

Proof. The assertion 1) is trivial. Furthermore, every element x E L is of the 
form 1I"(x), where x E M, and also x E 1I"-I(L) because 1I"(x) = x E L, from 
where we get the formula L = 11"(-11"-1 (L». 

Now, let L be a submodule of M containing N. If we restrict 11" to L, we 
obtain a homomorphism fi" : L -+ M whose kernel is N and whose image 
is 1I"(L) = L. Obviously, 1I"-I(L) :> L. We show the converse inclusion. If 
mE 1I"-I(L), then 1I"(m) ELand therefore it has the form 1I"(x) with x E L. 
From 1I"(m) = 1I"(x) it follows that 1I"(m - x) = 0, i.e. m - x = n E N. 
However, N eLand thus also m = x + 11 E L. As a result, 1I"-I(L) = Land 
L = Imfi" ~ LIKerfi" = LIN. 

Denote by 7 the projection of 1\1 onto MIL and consider the homomor­
phism 711" : M -+ MIL. Since 7 and 11" are epimorphisms, 711" is an epimor­
phism, too. 

Let us determine Ker 7'11". The fact that 711"( m) = 0 implies that 11"( m) E L, 
i.e. m E 1I"-I(L) = L. Hence Ker711" = L and, by the homomorphism theorem, 
MIL~MIL. 0 

Let us investigate what will happen if L is a submodule of M which does 
not contain N. As before, we can consider the restriction fi" : L -+ MIN 
of the projection M -+ MIN. Here, 'II"(x) = 0 means that x E N, and thus 
Kerfi" = LnN and L = Imfi" ~ LILnN. But we have seen that L ~ 11"-1 (L)IN. 
At the same time, m E 1I"-I(L) if and only if 1I"(m) = 1I"(x) for a certain 
x E L, i.e. m = x + 11, where 11 E N. Therefore, denoting by L + N, as 
usually, the subspace of M consisting of all possible sums x + 11, we see that 
L + N = 1I"-I(L) is a submodule of M (this can easily be seen directly) and 
(L+N)/N~L~LILnN. 

The following theorem has been proved. 

Theorem 1.4.4 (Noether). For any submodules Land N of a module M, 
(L + N)IN ~ LI(L n N). 

If we wish to illustrate the position of the submodules L, N, L + N and 
L n N in the module M, we obtain a "parallelogram". 

L+N 

/ '" N L '" / LnN 
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The factor modules (L+N)/N and L/(LnN) are the "opposite sides ofthe 
parallelogram". Therefore we shall occasionally refer to the second N oether 
theorem as the "parallelogram rule" . 

A natural process of translating the above results to the homomorphisms 
of algebras leads to the concept of an ideal (or, as one often says, of a two-sided 
ideal). 

Let A and B be two algebras over a field K and ~ : A - B a K -algebra 
homomorphism. Its image 1m ~ = {~( a) I a E A} is, of course, a sub algebra of 
B. But the kernel Ker~ = {a E A I ~(a) = O} is not a subalgebra because it 
does not contain the identity. Since ~ is a linear map, Ker~ is a subspace of A. 
In addition, if x E Ker~, then for any a E A, ~(ax) = ~(a)~(x) = ~(a)O = 0, 
and similarly ~(xa) = 0, i. e. ax and xa both belong to Ker ~. In other words, 
Ker ~ is simultaneously a right and a left ideal. 

A subspace which is at the same time a right and a left ideal of an algebra 
is called an ideal. 

Given an ideal I c A, one can construct a new algebra as follows. 
Again, consider the set of all congruence classes of A by I. If a + I and 

b + I are two such classes, then, for any x E a + I and y E b + I, the element 
xy lies in the class ab + I. Therefore the set of all congruence classes forms an 
algebra over the field K if we put 

(a + I) + (b + I) = (a + b) + I, 
a{a + I) = aa + I, a E K , 

(a + I)(b + I) = ab + I. 

This algebra is called the quotient algebra of the algebra A by the ideal I and 
is denoted by A/I. The zero of this algebra is the class 0 + I = I, and the 
identity is the class 1 + I. 

The map 71' : A _ A/I for which 71'(a) = a + I, is an epimorphism of the 
algebra A onto the quotient algebra A/I. It is called the projection of A onto 
A/I. 

The following results are completely analogous to the corresponding the­
orems proved for modules. Their proofs, also similar to those given above, are 
left to the reader as a simple exercise. 

Theorem 1.4.5 (Homomorphism Theorem). For an algebra homomor­
phism ~: A - B, we have Im~ ~ A/Ker~. 

Corollary 1.4.6. If A = K[a] is a monogenic algebra, then A ~ K[x]/ I, 
where I is the ideal consisting of all multiples of the polynomial ma(x). 

Theorem 1.4.7 (Noether). Let 71' be a projection of an algebra A onto its 
quotient algebra ..4 = A/I. For any subspace B c A, put 71'(B) = {7I'(b) I 
bE B}, and for any subspace fJ c ..4, put 7r-l(fJ) = {b E A I 7r(b) E fJ}. 
Then 
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1) if B is an ideal (subalgebra) of A, then '/reB) is an ideal (subalgebra) of 
Ai if B is an ideal (subalgebra) of A, then '/r-1(B) is an ideal (subalgebra) 
of Ai 

2) for any ideal (subalgebra) B C A, '/r('/r-1(B)) = Bi for any ideal (subal­
gebra) B C A containing I, '/r-1('/r(B)) = Bi 

3) if B is an ideal (subalgebra) of A, B = '/r-l (B), then AI B ~ AlB (B I I ~ 
B, respectively). 

Theorem 1.4.8 (Noether). If I is an ideal and B a subalgebra of an algebra 
A, then (B + 1)11 ~ BI(B n I). 

H N is a submodule of a module M and I is a right ideal of an algebra A, 
define N I as the set of all sums of the form l: niai, where ni EN, ai E I. It is 
easy to see that N I is also a submodule of M. It may happen that N I = 0, i. e. 
that na = 0 for any n E N and a E I. We say in this case that I annihilates the 
submodule N. For any module M, one can determine the greatest right ideal 
of A which annihilates M. Put AnnM = {a E A I ma = 0 for all m EM}. 
Obviously, Ann M is a right ideal, and also an ideal, of the algebra A. It is 
called the annihilator of the module M. 

H an ideal I annihilates a module M, it is possible to view M as a module 
over the quotient algebra All, setting mea + 1) = ma (verify that this defi­
nition does not depend on the choice of a representative in the class a + I). 
Clearly, in this case, since I annihilates every submodule and every factor 
module of the module M, the "structure" of the module M does not depend 
on whether we consider it as an A- or as an AI I-module. 

Conversely, every AI I-module M can be considered as an A-module if we 
set ma = mea + I) (here, I automatically annihilates M). 

In what follows, we shall always identify the modules over AI I and the 
modules over A which are annihilated by the ideal I. In particular, we shall 
often consider the regular AI I-module as an A-module. Obviously, its anni­
hilator is the ideal I. 

Moreover, let us remark that, for any element m E M and any right ideal 
I C A, the subspace mI = {ma I a E I} is a submodule of M. H mI = 0, 
we say that I annihilates m. Among the right ideals which annihilate a given 
element, there is also a greatest one which is called the annihilator of m: 
Ann m = {a E A I ma = O}. In difference to the annihilator of a module, 
Ann m may not be an ideal (cf. Exercise 9 at the end of this chapter). 

1.5 The Jordan-Holder Theorem 

In every non-zero module M, there are evidently always at least two submod­
ules: M itself and the zero subspace (these submodules are said to be trivial). 
H there are no other submodules of M, the module M is called simple. The 
corresponding representation is irreducible, i. e. it is not of the form (1.4.1) in 
any basis. 
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Let us assume that the module NI is not simple. Then it contains a non­
trivial submodule N: N i:. 0 and N i:. M (i.e. M/N i:. 0). We say that 
the module M is an extension of the module L = M/N by the kernel N. In 
view of the homomorphism theorem, this is equivalent to the existence of an 
epimorphism M -+ L with kernel N. 

If the modules L and N are not simple, then we can choose a non-trivial 
submodule Ll of L and a non-trivial submodule Nl of N. By Theorem 1.4.3, 
Ll :::: N 2/N, where N2 is a submodule of M containing N. As a result, we 
obtain the following chain of sub modules of M: M:> N2 :> N :> Nl :> O. If in 
this chain the module Nl or any of the factor modules M/N2' NdN, N/Nl 
is still non-simple, then it is possible to insert in it, in the same way as above, 
yet another submodule. Since the space M is finite dimensional, this process 
cannot be repeated indefinitely. This means that in the end we obtain a chain 
M = Mo :> Ml :> M2 :> ... :> M s- l :> Ms = 0 such that all factor modules 
M;/ M i+l are simple. Such a chain is called a composition series of the module 
M. The factor modules M;/ Mi+l are called the factors of this series and their 
number s is the length of the series. 

We could say, that the factors of a composition series are "bricks" from 
which the module M is constructed by subsequent extensions. Of course, these 
factors do not determine, in general, the module 111 but they carry rather 
significant information on its structure. It is natural to ask the question to 
what extent are they determined by the module M. The answer is given in 
the following theorem. 

Theorem 1.5.1 (Jordan-Holder). If M = Mo :> Ml :> ... :> Ms = 0 and 
M = No :> Nl :> ... :> Nt = 0 are two composition series, then their lengths 
are equal and there is a bijection between the factors of these series such that 
the corresponding factors are isomorphic. 

Proof. We shall give a proof by induction on s. If s = 1, then the module 
M = Mo/Ml is simple. Therefore, t = 1 and No/Nl = M = AIo/MI . Assume 
that s > 1 and that for any series of length s - 1 the theorem holds. 

If MI = N I , then Mo/MI = No/NI and the theorem follows immediately 
from the induction hypothesis. If MI i:. N I, then MI + NI i:. M l , and since 
there are no intermediate submodules between M and M l , Ml + Nl = M, 
and by the parallelogram rule 

Now we construct a composition series in the module MI n N I : 

Then Ml :> L2 :> L3 :> ... :> Lk = 0 is a composition series of MI. In 
comparison to the series Ml :> ]\112 :> ... :> Ms = 0, it turns out, by the 
induction hypothesis, that s = k and that there is a bijection such that the 
factors of the series are pairwise isomorphic. 
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Furthermore, compare the series M :::> MI :::> L2 :::> L3 :::> ••• :::> L8 = 0 
and M :::> NI :::> L2 :::> L3 :::> ••• :::> L8 = O. Their factors coincide from the 
third position, and the isomorphisms MIMI ~ NJ/L2 and MINI ~ MJ/L2 
were established earlier. It follows that all factors of these series are pairwise 
isomorphic. 

Finally, comparing the series NI :::> L2 :::> L3 :::> ••• :::> L8 = 0 and NI :::> 
N2 :::> ••• :::> Nt = 0, we get, by the induction hypothesis, that s = t and that 
the factors of these series are pairwise isomorphic (in a certain bijection). The 
proof of the theorem is completed. 0 

The length of a composition series is called the length of the module M 
and is denoted by e(M), and the factors of a composition series are called the 
simple factors of the module M. In view of the Jordan-Holder theorem, the 
definition of the length and the simple factors does not depend on the choice 
of the series. 

Let us remark that the order of the simple factors in a composition series 
is, in general, not determined in a unique way. For instance, for the semisimple 
modules which will be studied in the next chapter, it is quite arbitrary. 

Corollary 1.5.2. If a module M is an extension of a module L by a kernel 
N, then e(M) = eeL) + e(N). 

Proof. Consider a composition series of the module L ~ MIN: L = Lo :::> 
L1 :::> ••• :::> Lk = 0 and take the preimages M; of the modules Li in M. Then, 
by Theorem 1.4.3, MiIMi+I ~ L;fLi+I are simple modules. Now, construct 
a composition series of the module N: N = No :::> N1 :::> ••• :::> Nt = O. Then 

is a composition series of the module M of length k + t, as required. 0 

Corollary 1.5.3 (Grassmann's Rule). If Land N are submodules of M, 
then 

eeL + N) + e(L n N) = eeL) + e(N). 

Proof. It is an immediate consequence of Corollary 1.5.2 and the parallelogram 
rule. 0 

A submodule N of a module M is said to be maximal if N i= M and there 
is no submodule L, different from M and N such that M :::> L :::> N. This 
is, obviously, equivalent to MIN being simple. In a composition series, every 
subsequent submodule is maximal in the immediately preceding one. 
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1.6 Direct Sums 

The knowledge of a submodule and factor module provides rather significant 
information on the structure of the entire module. This is quite evident if one 
takes into account the matrix expression (1.4.1) of the respective representa­
tion. However, the "gluing block" X (a) which appears in the left lower corner 
of the matrix is not, in general, determined by the submodule and the factor 
module and its structure can be rather complex. 

The most favourable case is, of course, the one when the additional infor­
mation carried by the gluing is absent, i.e. when X(a) = 0 and the represen­
tation has the form 

(1.6.1) 

Such representations (and all similar ones) are called decomposable. 
In the language of modules, the concept of a decomposable representation 

leads to the definition of the direct sum of modules. 
Let M], M 2 , • •• ,Mn be modules over an algebra A. Consider the set M 

of the n-tuples (n/'I, 171,2, .•• ,mn ), where 171,; E 1',,1;, and define the operations 
coordinatewise: 

(171,],171,2, ••• , m n ) + (m~, m~, ... , m~) = (m] + m~, m2 + m~, ... , mn + m~), 
o(m], m2, ... , m n ) = (0171,],0171,2, ... , omn ) , 0 E I{, 

(171,], 1TI2, ... ,1TIn)a = (n/'] a, n/'2a, ... , mna) , a E A. 

Obviously, M becomes an A-module which is called the direct sum of the 
n 

modules M], M 2 , ••• ,Mn and is denoted by MI EEl M2 EEl ... EEl M n, or EEl M;. 
i=] 

As a vector space, M is the direct sum of the spaces M], M 2 , ..• , M n' 

If n = 2, and {e], e2, ... , ed, {iI, 12, ... , fd, are bases of AIl and M 2 , re­
spectively, then {eel, 0), (e2' 0), ... , (ek' 0), (O,fd, (0, h), ... , (0, Ie)} is a basis 
of MI EEl M2 and the corresponding representation has the form (1.6.1), where 
TI (a) and T2 (a) are the representations corresponding to MI and M 2 • 

A module M which is isomorphic to M] EEl M 2 , where M] and M2 are 
non-zero modules, is said to be decomposable. We shall give an internal char­
acterization of decomposable modules. 

Let Nand L be two submodules of a module M. Define the map f : 
NEElL -+ M by f(x,y) = x+y, where x E N, y E L.1t is trivial to verify 
that f is a homomorphism and 1mf = L + N. We shall calculate Ker f. 

If (x,y) E Ker f, then x + y = 0, i.e. x = -yo Therefore, x E N n L. 
Conversely, if x E N n L, then the element (x, -x) of the module N EEl L 
belongs to Ker f. Thus Ker f ~ N n L, and we get the following proposition. 

Proposition 1.6.1. The homomorphism f : N EEl L -+ M (N, L are submod­
ules of M) defined by the formula f( x, y) = x + y is an isomorphism if and 
only if N + L = M and N n L = O. 
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IT the above conditions are satisfied, we say that M is decomposable into 
a direct sum of its sub modules Nand L, and we write M = N EB L. The 
submodule L is called in this case the complement of the submodule N (and 
vice versa). Furthermore, we say that the submodule N is a direct summand 
of the module M. 

The same submodule N of M can possess different complements (even in 
the simple case when A = J<, i.e. when the modules are just vector spaces). 
However, all complements are mutually isomorphic: it is easy to see that each 
of them is isomorphic to MIN. 

Proposition 1.6.2. The following conditions are equivalent: 

1) the submodule N of the module M is a direct summand; 
2) there is a homomorphism p: M --+ N such that p(x) = x for every x E N; 
3) there is a homomorphism i : MIN --+ M such that iCy) E Y for every class 

YEMIN. 

Proof. 1) => 2). IT M = NEB L, then every element m E M can be uniquely 
expressed in the form m = x + y, where x E N, y E L. Put p(m) = x. 
One gets immediately that p(m + m') = p(m) + p(m') for every m' E M, 
and p(am) = ap(m), p(ma) = p(m)a for every a E 1<, a E A, i.e. p is a 
homomorphism. IT x E N, then x = x + 0 and thus p(x) = x. 

2) => 3). Define the value of i at the class in = m + N by the rule 
i( m) = m - p( m). IT m' is another element of the same class, then m' = m + x, 
where x EN, and thus m' - p(m') = m + x - p(m) - p(x) = m - p(m), i. e. 
our definition does not depend on the choice of the representative in the class 
m. It is easy to verify that i is a homomorphism and that, since p(m) E N, 
i(m) E m+N = 1'11. 

3) => 1). Denote L = Imi. Since i(m) Em, where m = m+N, m-i(m) E 
N and the expression m = (m - i(m)) + i(m) shows that N + L = M. IT 
x E N n L, then x = iCy), where y = x + N = N, i.e. y = 0 in MIN, and 
therefore x = o. Consequently, N n L = 0 and M = N EB L. 0 

The homomorphism p is often called a projector onto the submodule N. 
Like complements, projectors are not determined uniquely. 

l'he direct sum of several modules also allows an internal formulation. 

Theorem 1.6.3. Let M l , M 2, ... ,Mk be submodules of a module M and let 
f : Ml EB M2 EB ... EB Mk --+ M be the homomorphism defined by the formula 
f(ml' m2, ... , mk) = ml + m2 + ... + mk. Then the following conditions are 
equivalent: 

1) f is an isomorphism; 
2) Ml + M2 + ... + Mk = M and Mi n (L M j ) = 0 for any i; 

#i 

3) Ml + M2 + ... + Mk = M and Mi n ( L Mj) = 0 for any i > l. 
j<i 
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Proof. 1) :::} 2). The fact that f is an epimorphism yields immediately that 
M = Ml +M2+ ... +Mk. Furthermore, if x E Min ( L: M j ), then x = L: mj, 

j#i j#i 

where mj E M j . If we put mi = -x, then f(ml, m2, ... , mk) = 0, and since 
f is a monomorphism, we get that mj = m2 = ... = mk = ° and x = 0. 

2) :::} 3). Trivial. 
3):::} 1). From the condition that M j +M2+ ... +Mk = M, we get that f is 

an epimorphism. Moreover, if f(ml, 7112, ... , mk) = ° and i is the last position 
for which m; i= 0, then 111i = - L: 111j E M; n (L: M j ), a contradiction. 

j<; j<i 
Therefore, ml = 1112 = ... = mk = ° and f is a monomorphism. 0 

If any of the equivalent conditions of Theorem 1.6.3 holds, then we say 
that M decomposes into a direct sum of the submodules M l , M 2, . .. ,Mk and 
we write M = Ml EEl M2 EEl ... EEl Mk. 

The external and internal definitions of the direct sum are equivalent: If 
M = Ml EEl M2 EEl ... EEl Mk is an external direct sum, then the set of the 
elements (0, ... ,0,111;,0, ... ,0) (all the coordinates but the ith one are 0) 
forms a submodule Mi in M and one can see easily that Mi ~ M; and 
M = Mf EEl M~ EEl ... EEl Mk (as the internal direct sum). 

Obviously, every (finite dimensional) module can be decomposed into a 
direct sum of indecomposable modules. We shall see in Chapter 3 that such a 
decomposition is unique (up to isomorphism and a permutation of the sum­
mands). Therefore, if we know all indecomposable modules over an algebra A, 
then we can describe all A-modules. However, in many cases the description of 
the indecomposable modules is a very difficult problem which is unaccessible 
by presently known methods. 

1. 7 Endomorphisms. The Peirce Decomposition 

In this section we shall prove some fundamental theorems, establishing a con­
nection between the theory of representations and the structure theory of 
algebras. These results will play the main role in the following chapters of the 
book. 

Let us recall that in Sect. 1.2 we have defined operations over the homo­
morphisms of modules and showed that, for two given A-modules M and N, 
the set HomA(M,N) can be considered as a vector space over the field K. 

A particularly important case is when M = N. The homomorphisms of 
HomA(M, M) can always be multiplied. Hence the space HomA(M, M) is also 
a K -algebra. This algebra is called the algebra of endomorphisms of the module 
M and is denoted by EA(M). Its elements (homomorphisms into itself) are 
called the endomorphisms of 1\1£. The invertible elements of this algebra, i. e. 
the isomorphisms of M onto M, are called the automorphisms of M. 

Let us see the meaning of the above introduced concepts in the case of the 
regular module. Let f : A -+ M be a homomorphism of the regular module 
into a module AI. Then, for every element a E A, f(a) = f(l)a = 1110a, 
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where mo = J(l) is a fixed element of M. Conversely, if we fix an arbitrary 
element mo E M and put J( a) = moa, then, as one can easily see, we obtain 
a homomorphism J : A -. M. In this way we establish a bijection between 
the elements of M and the homomorphisms from HomA(A, M). If J and g are 
two such homomorphisms whereby J(l) = mo, g(l) = m}, then (f + g)(l) = 
mo +ml and (af)(l) = amo for arbitrary a E K. Consequently, our bijection 
is an isomorphism of the vector spaces. 

Now, let M = A and J and g be endomorphisms of A with J(l) = a, 
g(l) = b. Then (fg)(l) = J(g(l)) = J(b) = J(l)b = abo Therefore the bijection 
between A and EA(A) is an algebra isomorphism. Hence, we have proved the 
following theorem. 

Theorem 1.7.1. The map J 1-+ J(l) is an isomorphism of the vector spaces 
HomA(A, M) and M. If M = A, this map is an isomorphism of the algebras 
EA(A) and A. 

The endomorphism algebra of M is a subalgebra of the algebra of all linear 
operators of the space M. It consists of those transformations which commute 
with all transformations T(a), a E A, where T is the representation defined by 
the module M. In this way, the presentation of the algebra EA(M) provides 
its faithful representation (more precisely, anti-representation because we have 
agreed to write the endomorphisms on the left and the linear transformations 
on the right of the elements). The corresponding left module can be canonically 
identified with the vector space M endowed by the endomorphisms acting on 
it by the rule Jm = J(m) (the value of J at the element m EM). 

Thus, every A-module M can be considered as a left module over the 
algebra EA(M). It is easy to verify that if M = A is the regular module, then 
the corresponding left module over the algebra EA(A) ~ A is simply the left 
regular module. 

The analogous assertions hold also for the left modules. Here, it is con­
venient to write the homomorphisms of the left modules on the right of the 
elements. The image of m in the homomorphism J will be denoted by mJj 
correspondingly, the product Jg is defined by m(fg) = (mf)g. In this nota­
tion, a left A-module becomes a right module over its endomorphism algebra. 
Also, the analogue of Theorem 1. 7.1 holds. 

What is the relation between the structure of the endomorphism algebra 
and the structure of the module, in particular the decompositions into direct 
sums? 

Let M decompose into a direct sum of its submodules: M = Ml EB M2 EB 
.. . EBMs • This means that every element mE M is uniquely represented in the 
form of the sum m = ml + m2 + ... + m s , where mi E Mi. Write mi = eim. 
It follows from the fact that the sum is unique that ei( m + n) = eim + ein, 
ei(am) = aei(m) and ei(ma) = (eim)a for every m,n E M, a E K, a E A, 
i. e. ei is an endomorphism of M. Besides, if m E Mi, then eim = m and 
ejm = 0 for j =F i which yields that ejei = Oijei, where Oij is the Kronecker 
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symbol (hij = 1 for i = j and hij = 0 for i =f:. j). Finally, from the definition 
of ei, it follows that m = elm + e2m + ... + esm, i. e. el + e2 + ... + es = 1. 

An element e of an algebra A is said to be an idempotent if e2 = e. Two 
idempotents e and f such that ef = fe = 0 are called orthogonal. The equality 
1 = el + e2 + ... + es , where el, e2, ... , es are pairwise orthogonal idempotents, 
will be called a decomposition of the identity of the algebra A. 

Theorem 1.7.2. There is a bijective correspondence between the decomposi­
tions of an A-module M into a direct sum of sub modules and the decomposi­
tions of the identity of the algebra E = EA(M). 

Proof. We have already attached to every decomposition of the module M a 
decomposition of the identity of the algebra E. Now, let 1 = el + e2 + ... + es 

be a decomposition of the identity of the algebra E. Put Mi = 1m ei. Then, 
for every element mE M, m = (el + e2 + ... + es)m = elm + e2m + ... + esm, 
where eim E Mi. If m = ml + m2 + ... + ms is a decomposition of the element 
m in the form of the sum of the elements mi E M i, then mi = eiXi for some 
Xi E M. Therefore, . 

s s 

eim = L eimj = L eiejXj = eixi = mi 
j=1 j=l 

(since ei and ej are for i =f:. j orthogonal). Consequently, such a form is unique, 
i. e. M = Ml E9 M2 E9 ... E9 Ms. 0 

Corollary 1. 7 .3. A module M is indecomposable if and only if there are no 
non-trivial (i. e. different from 0 and 1) idempotents in the algebra EA(M). 

Proof. If e is a non-trivial idempotent, then f = 1 - e is also a non-trivial 
idempotent which is orthogonal to e, and thus 1 = e + f is a decomposition 
of the identity. 0 

Combining Theorems 1.7.1 and 1.7.2, we obtain the following corollary. 

Corollary 1.7.4. There is a bijective correspondence between the decomposi­
tions of a module M and the decompositions of the regular module over the 
algebra EA(M). 

Observe that if 1 = el + e2 + ... + es is a decomposition of the identity of 
an algebra A, then the corresponding decomposition of the regular A-module 
has the form A = elA E9 e2A E9 ... E9 esA. This decomposition is called the 
right Peirce decomposition of the algebra A. Similarly one can define the left 
Peirce decomposition: A = Ael E9 Ae2 E9 ... E9 Aes (this is a decomposition of 
the left regular module). 

Moreover, if M is an arbitrary module, then a given decomposition of 
the identity of the algebra A induces a decomposition of M as a vector space 
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M = Mel EB M e2 EB ... EB Me •. Since f( mei) = Um )ej for every endomorphism 
f E EA(M), this decomposition is also a decomposition of M as a left EA(M)­
module (but, in general, it is not a decomposition of M as an A-module). We 
shall call this decomposition the Peirce decomposition of the module M. 

The summands eiA of the right Peirce decomposition of an algebra A are 
the right ideals, i. e. the A-modules. If we apply the Peirce decomposition of 
modules, we obtain the following decomposition of the vector space A: 

s 
A = . ~ eiAej. 

'.J=l 
(1.7.1) 

This decomposition is called the two-sided Peirce decomposition, or sim­
ply the Peirce decomposition of the algebra A. The components of the Peirce 
decomposition Aij = ejAej are, in general, no longer right nor left ideals. 
Nevertheless, this decomposition allows a convenient interpretation of the el­
ements of the algebra A in the form of some matrices. 

Let a and b be two elements of the algebra A. We shall decompose them 
in accordance with the Peirce decomposition (1.7.1): a = 2::aij, b = 2::bij, 

i,j i,j 

where aij = eiaej, bij = eibej. Then a + b = 2::(aij + bij) and 
i,j 

because, for k =F e, aikbej = ejaekeebej = O. Thus, ei( ab )ej = 2:: aikbkj. 
k 

This allows the element a to be written in the form of a matrix of its Peirce 
components 

alB ) a2s 
: ' aij = ejaej E Aij. 

ass 

(1.7.2) 

We have just established that the addition and multiplication of these 
elements translates in this interpretation into the addition and multiplication 
of the matrices defined in the usual way. In what follows, we shall often use 
this description. In particular, the Peirce decomposition (1.7.1) will be written 
in the form 

A = (~.~~ ~~~ ~~:) 
A. I As2 A •• 

Let us apply the Peirce decomposition to the endomorphism algebra of a 
module M decomposed into the direct sum M = MI EB M2 EB ... EB M •. Let 
1 = el + e2 + ... + es be the corresponding decomposition of the identity of the 
algebra E = EA(M); Eij = eiEej. The Peirce decomposition of the element 
fEE is of the form 
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C 
!I2 t.') 121 i22 hs 

iij = edej. i= . , 

isl is2 iss 

Let m = ml + m2 + ... + ms be an element of M (m; = eim). Then 

i,j i,j 

i. e. if one writes m in the form of a column of the elements ml, m2, ... ,ms, 
then 

(
ill 
121 

im= . 

isl 

!IS) (Inl) hs m2 
· ., · . · . 

iss ms is2 

where the multiplication is to be again the matrix multiplication. 
Note that iijm always belongs to lvIi. Besides, the value of iijm is deter­

mined uniquely by the component mj = ej1n, because iijm = iijmj. There­
fore, iij can be interpreted as a homomorphism Mj --> Mi. Conversely, if 
9 : Mj --> Mi is a homomorphism, then one can define the homomorphism 
9 : M --> M by gm = gmj (where mj = ejm) and, obviously, 9 will belong to 
Eij. Consequently Eij ~ HomA( l\1j, Mi) and we shall always identify Eij and 
HomA (Mj, Mi) by means of this isomorphism. 

In particular, if we turn our attention to the regular A-module, then we 
see that, for any decomposition of the identity 1 = el + ez + ... + es of the 
algebra A the components of the Peirce decomposition Aij = eiAej can be 
canonically identified with HomA( ejA, eiA) and this identification agrees with 
the matrix form (1.7.2) of the elements of the algebra. 

Finally, we obtain an interesting result if all summands M 1 , M 2 , ••• ,Ms are 
mutually isomorphic: Ml ~ M2 ~ ... ~ Ms ~ L. In this case, we shall write 
M ~ sL. Obviously, Eij ~ EA (L) and the matrix form of the endomorphisms 
yields the following conclusion. 

Theorem 1.7.5. If M ~ sL, then the algebra EA(M) is isomorphic to the 
algebra oi the matrices of degree s with coefficients from E A (L). 

In what follows, the algebra of all matrices of degree n with coefficients 
from an algebra A will be denoted by Mn(A). 

Corollary 1.7.6. Mn(A) ~ EA(nA). 

In conclusion, let us now consider the relation between the idempotents 
and the direct products of algebras. 

Let A = Al X Az x ... X Ak. Put ei = (0, ... ,1, ... ,0), the identity of 
the algebra Ai at the ith position, zeroes elsewhere. Obviously, el, e2, ... , ek 
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are pairwise orthogonal idempotents and 1 = el + e2 + ... + ek. But the 
idempotents ei have an additional property: they belong to the center of the 
algebra, i. e. eia = aei for any a E A. 

Idempotents which lie in the center are said to be central. If, in a decom­
position of the identity, all idempotents are central, then the decomposition 
is called itself central. 

For every central decomposition of the identity 1 = el + e2 + ... + ek, we 
have eiA = Aei = eiAei and eiAej = eiejA = 0 for if j. Thus, the right, left 
and two-sided Peirce decompositions coincide in this case and its components 
are ideals of the algebra A. 

Theorem 1.7.7. There is a bijective correspondence between 

1) the decompositions of the algebra A into a direct product of algebras; 
2) the central decompositions of the identity of the algebra A; 
3) the decompositions of A into a direct sum of ideals. 

Proof. We have already constructed, for a given decomposition into a direct 
product, the central decomposition of the identity and then, the decomposition 
into a direct sum of ideals. 

Conversely, let A = II EB 12 EB ... EB Ik, where Ii are ideals, and 1 = el + 
e2 + ... + ek the corresponding decomposition of the identity. Then Ii = eiA, 
and thus eiaej E Ii n Ij for any a E A; from here, eiaej = 0, i. e. eiAej = 0 
for i f j, and the Peirce decomposition has the form 

o 
A= 

o 
where Ai = eiAei = eiA. But then A ~ Al X A2 X ••• X Ak, as required. 0 

Corollary 1.7 .S. There is a bijective correspondence between the direct prod­
uct decompositions of the algebra A and those of its center. 

It is clear from the proof of Theorem 1.7.7 that the decomposition of the 
identity 1 = el + e2 + ... + es is central if and only if ei Ae j = 0 for i f j. Taking 
into account the interpretation of the Peirce components of the endomorphism 
algebra, we obtain the following result. 

Corollary 1.7.9. If M = MI EB M2 EB ... EB Ms and if HomA(Mj, Mi) = 0 for 
if j, then EA(M) ~ EA(MI) x EA(M2) x ... x EA(Ms). 
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Exercises to Chapter 1 

1. Compute the regular matrix representation of the field <C of complex numbers 
and of the algebra lH of quaternions (over the field of reals) with respect to the 
natural bases ({l,i} for <C and {l,i,j,k} for lH). 

2. Using the regular representation, prove that the algebra of quaternions is a 
division algebra. 

3. Let A be the algebra over the field of complex numbers with basis {e,i,j,k} 
whose multiplication table is the same as that of quaternions. Find the divisors 
of zero. Establish an isomorphism A ~ M2(<C). 

4. Find the center and the ideals of the algebra Mn(I<). 

5. Compute a regular matrix representation of the Jordan algebra In(I<); find all 
ideals of In(I<). 

6. Prove that every monogenic algebra over an algebraically closed field is isomor­
phic to a direct product of Jordan algebras. (Hint: Use Cayley's theorem and 
the Jordan normal form of a matrix.) 

7. Let M be a vector space of n-tuples considered as a module over the algebra 
A = Tn(I<) of triangular matrices (the image of a matrix X in the respective 
representation is X). 
Find the submodules of the module M and the respective representations. Con­
struct a composition series in M. Show that the module M is indecomposable. 
Compute EA(M). 

8. Let M1 , M2, ... , Mk be submodules of M and f the natural homomorphism 
Ml EB M2 EB ... EB Mk -> M defined in Theorem 1.6.3. Prove that Ker f has a 
filtration with the factors Ni ~ Mi nO::: Mj), 2 ::; i ::; k. 

j<i 

9. Let M be a cyclic module over an algebra A, generated by m. Prove that M ~ 
AI Ann m. Verify that, if Ann m is an ideal of A (for instance in case that A is 
commutative), then Ann m = Ann AI and for an arbitrary generator m' of M, 
Annm' = Annm. 
Show that, if A is not commutative, then Ann m may depend on the choice of 
m. (Hint: Take A = Mn(I<) and M the space of all n-tuples.) 

10. (Peirce decomposition of an ideal) Let I be an ideal of an algebra A and 1 = 
el + e2 + ... + es a decomposition of the identity of this algebra. Prove that the 
element a = L aij, where aij E eiAej, belongs to I if and only if aij E e;l ej. 

i,j 

11. Using the statement of Exercise 10, describe the ideals of the algebra of trian­
gular matrices. 

12. Let A be an algebra not necessarily with identity. Let A be the algebra obtained 
from A by adjoining an identity (see Sect. 1.1): 

A={(a,a) I aEA,aEI<}. 

a) Prove that the elements of the form (a, 0) generate an ideal of A which is 
isomorphic to A (as an algebra without an identity). 

b) If A has an identity, show that A ~ A xI<. 
c) Show that every homomorphism f : A -> B between two algebras without 

an identity extends uniquely to a homomorphism j : A -> E between the 
algebras with identity, and that every homomorphism 9 : A -> E maps A 
into B. In particular, A ~ B if and only if A ~ E. 
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13. A representation of an algebra A without an identity is a homomorphism 
f : A ..... End(V). 
a) Define a module over an algebra without an identity and establish a relation 

between the modules and representations. 
b) Let M be a module over an algebra A without an identity. Put m(a,a) = 

ma + am (a E A, a E J(). Prove that M is an A-module. 
c) Verify that, for any A-modules M and N, HomA(M,N) ~ Hom..i(M,N), 

considering M and N as A-modules (see b». In particular, M ~ N (as 
A-modules) if and only if M ~ N considered as A-modules. 



2. Semisimple Algebras 

The classical theory of semisimple algebras is one of the most striking ex­
amples how "module theoretical" methods produce deep structural results. 
Moreover, semisimple algebras and their representations playa very impor­
tant role in many parts of mathematics. In this chapter, we establish the most 
fundamental properties of semisimple algebras and their modules, and prove 
the Wedderburn-Artin theorem which gives complete classification of such al­
gebras. The results of Chapter 1 (in particular, of Sect. 1.7) and a description 
of the homomorphisms of simple modules, the so-called Schur's lemma, will 
playa fundamental role in this process. 

2.1 Schur's Lemma 

Let us recall that a non-zero module M is said to be simple if it has no non­
trivial (i. e. different from 0 and M) submodules. We have explained their 
significance in the modl;lle theory: every module is obtained by subsequent 
extensions of simple modules. The simple modules play also a very important 
role in the structure theory; this aspect is to large extent a consequence of the 
following results. 

Theorem 2.1.1 (Schur). If U and V are simple A-modules, then every non­
zero homomorphism f : U -+ V is an isomorphism. 

Proof. This follows from the fact that Ker f and 1m fare submodules of U 
and V, respectively, and that f =f. 0 implies that Ker f =f. U and 1m f =f. o. 
Consequently, Ker f = 0 and 1m f = V, i. e. f is both a monomorphism and 
an epimorphism, thus an isomorphism. 0 

Corollary 2.1.2 (Schur). The endomorphism algebra of a simple module is 
a division algebra. 

Indeed, every non-zero element of such an algebra is an isomorphism and 
therefore invertible. 

Corollary 2.1.3. A regular A-module is simple if and only if the algebra A 
is a division algebra. 
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Proof. This follows from the isomorphism A ~ EA(A) (Theorem 1.7.1) and 
the fact that there are no non-trivial right ideals in a division algebra. 0 

Let us remark that the converse of Schur's lemma does not hold: There are 
non-simple modules M such that EACh!) is a division algebra (see Exercise 7 
of Chap. 1). 

2.2 Semisimple Modules and Algebras 

A module M is called semisimple if it is isomorphic to a direct sum of simple 
modules. 

To a semisimple module, there corresponds a completely reducible repre­
sentation, i. e. a representation T of the form 

o 
T(a) = 

o 
where Ti are irreducible representations. 

Proposition 2.2.1. The following conditions are equivalent: 

1) the module M is semisimple; 

2) 

3) 
4) 

m 

M = l:= M i , where Mi are simple sub modules of M; 
i=1 

every submodule N C M has a complement; 
every simple submodule N C M has a complement. 

Proof. 1) :::} 2) by definition. 
m m 

2) :::} 3). If M = l:= Mi, then trivially M = N + l:= Mi. Observe that, 
i=1 i=1 

j-l 
from the fact that Nlj is simple, it follows that either M j n (N + l:= M i ) = 0 

i=1 
j-l j-l 

or M j C N + l:= Mi. Omitting those Nlj for which Mj C N + l:= M i , 
i=1 i=1 

we obtain a family of submodules Nk such that N + l:= Nk = M and 
k 

Nt n (N + l:= Nk) = O. Consequently, M is the direct sum of the submod­
k<t 

ules N and Nk (Theorem 1.6.3) and Nt = l:= Nk is a complement of N. 
k 

3) :::} 4) is trivial. 
4) :::} 1) can be proved easily by induction on the length €(M) of the 

module M. If €(M) = 1, then the module M is simple. Let €(M) > 1 and U be 
a simple submodule of M. Then M = UEBU t , where Ut is a complement of U in 
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M, and £(M) = £(U)+£(U'), i. e. £(U') = £(M)-1. IT N is a simple submodule 
of U' and N' its complement in M, then every element x E U' can be written 
in the form x = n+n', where n E N, n' EN', and thus n' = x -n E N' nu'. 
As a result, U' = N E9 (N' n U'), i. e. every simple submodule of U' has a 

n 
complement in U'. By the induction hypothesis, U' ~ E9 Ui with simple Ui'S. 

i=2 
n 

Therefore, M ~ E9 Ui, where U1 = U, as required. 
i=l 

o 

Corollary 2.2.2. Every submodule and every factor module of a semisimple 
module is semisimple. 

Proof. Let N be a submodule of a semisimple module M, and 7r : M -+ MIN 
m 

be the projection of M onto the factor module MIN. IT M = E Mi, where 
i=l 

m 
Mi are simple modules, then MIN = E 7r(Mi). But 7r(Mi) is a factor module 

i=l 
of Mi and therefore either 7r(Mi) = 0, or 7r(Mi) ~ Mi. Hence, MIN is a 
sum of simple submodules and therefore semisimple. Now, the fact that N 
is semisimple follows immediately: if N' is a complement of N in M, then 
N~MIN'. 0 

n 
IT M is a semisimple module, and M = E9 Ui a decomposition into a direct 

i=l 
sum of simple submodules, then Mj = E9 Ui (j = 0,1, ... , n) are submodules 

i>j 
of M and Mj-1 ~ Mj with Mj-dMj ~ Uj. Consequently, M = Mo ~ M1 ~ 
M2 ~ ... ~ Mn = 0 is a composition series of M and U1, U2, ... ,Un are its 
simple factors. Then, by the Jordan-Holder theorem (1.5.1), we obtain the 
following proposition. 

Proposition 2.2.3. If M is a semisimple module and M ~ U1E9U2E9 ... E9Un ~ 
Vi E9V2E9 ... E9Vm two decompositions of M into a direct sum of simple modules, 
then n = m and by a suitable permutation of the summands, Ui ~ Vi fo_r all i. 

An algebra is said to be semisimple if its regular module is semisimple. 
The simple submodules of the regular right (left) A-module are called minimal 
right (left) ideals of the algebra A. 

The following lemma, together with Proposition 2.2.1, provides an "inter­
nal" characterization of the semisimple algebras. 

Lemma 2.2.4 (Brauer). If I is a minimal right ideal of an algebra A, then 
either 12 = 0, or I = eA, where e is an idempotent. 

Proof. Assume that 12 ::f 0, i. e. there are elements x and y in I such that 
xy ::f O. Then the map f : I -+ I given by f( a) = xa is a non-zero homomor­
phism, and since I is a simple module, it is an isomorphism (Theorem 2.1.1). 
Therefore, there is an element e E I such that x = xe. But then xe = xe2 , i. e. 
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f( e) = f( e2 ) and therefore e = e2 • It follows that e is an idempotent. Finally, 
eA is a non-zero submodule of I and therefore I = eA. 0 

A right (left, two-sided) ideal of I of an algebra A is called nilpotent if 
Im = 0 for some m. 

Corollary 2.2.5. The following conditions for an algebra A are equivalent: 

1) A is semisimple; 
2) every right ideal of A is of the form eA, where e is an idempotent; 
3) every non-zero ideal of A contains a non-zero idempotent; 
4) A has no non-zero nilpotent ideals; 
5) A has no non-zero nilpotent right ideals. 

Proof. 1) =? 2). If I is a right ideal, then by Proposition 2.2.1, A = I(f)I', where 
I' is a complement of I. Hence I = eA, where 1 = e + e' is the corresponding 
decomposition of the identity (Theorem 1.7.2). 

2) =? 3) is trivial. 
3) =? 4) follows from the fact that if e is a non-zero idempotent, then 

ek = e 1= 0 for every k. 
4) =? 5). IT I 1= 0 is a nilpotent right ideal, then AI is a two-sided ideal of 

A and (AI)m = AIm implies that AI is nilpotent, too. 
5) =? 1). IT I is a simple submodule of the regular module, i.e. a minimal 

right ideal of the algebra A, then I2 1= 0 and, by Lemma 2.2.4, I = eA. 
Therefore, there is a complement I' = (1- e)A of I and, by Proposition 2.2.1, 
the algebra A is semisimple. 0 

Note that the conditions 3) and 4) of Corollary 2.2.5 are symmetric with 
respect to the notion of "right" and "left". Therefore "left semisimplicity", 
i. e. semisimplicity of the left regular module, is equivalent to semisimplicity, 
and one may add to the conditions of Corollary 2.2.5 all those obtained by 
replacing "right" with "left". 

The above criterion can be easily reformulated in terms of elements. To 
do so, one assigns to an element a E A the right ideal aA = {ax I x E A} (the 
right ideals of this form are called principal) and expresses the meaning of the 
nilpotency of this ideal. Every element of (aA)m is a sum of elements of the 
form aXI aX2 ... aXm , where Xl, X2, ... ,Xm are some elements of the algebra. 
Therefore (aA)m = 0 if and only if every product of such a form is equal to 
zero. In other words, whenever the element a appears m times in a product 
ala2 ... at, the product is zero. Such elements are called strongly nilpotent. 

Corollary 2.2.6. An algebra is semisimple if and only if it contains no non­
zero strongly nilpotent elements. 

Corollary 2.2.7. A commutative algebra is semisimple if and only if it con­
tains no nilpotent elements (i. e. a 1= 0 such that am = 0). 
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Indeed, in a commutative algebra every nilpotent element is strongly nilpo­
tent. 

Note that in a non-commutative algebra there may be nilpotent elements 
which are not strongly nilpotent. For example, in the matrix algebra M 2 (K), 
the matrix e12 is nilpotent: e~2 = 0; however e21 e12 = e22 is an idempotent, 
and therefore e12 is not strongly nilpotent. 

It is not difficult to see that there are no non-zero strongly nilpotent 
elements in M 2(K) (the reader should verify this statement). 

Corollary 2.2.8. The center of a semisimple algebra is semisimple. 

Proof. The statement follows from the fact that an element of the center is 
nilpotent if and only if it is strongly nilpotent. 0 

Finally, our considerations yield the following important criterion of 
semisimplicity in terms of representation theory. 

Theorem 2.2.9. An algebra A is semisimple if and only if there is a faithful 
semisimple A -module. 1 

Proof. The necessity of the condition follows immediately from the fact that 
the regular module is faithful. We are going to prove the sufficiency. 

n 
Let M = ffi Ui be a faithful module, where Ui are simple A-modules. 

i=1 
If I=/: 0 is an ideal of the algebra A, then U;l =/: 0 for some i because M 
is faithful. But then U;l = Ui, and thus Ui1m = Uj. Therefore 1m =/: 0 
for every m. In view of Corollary 2.2.5, this means that the algebra A is 
semi simple. 0 

2.3 Vector Spaces and Matrices 

Before we embark on the general theory of semisimple algebras and their rep­
resentations, we shall consider vector spaces and matrix algebras over division 
algebras. 

Let D be a (finite dimensional) division algebra over K and V a (finite 
dimensional) left D-module. Then V is called a (finite dimensional) vector 
space over the division algebra D. 

Proposition 2.3.1. A vector space is a semisimple module. Every simple left 
D-module is isomorphic to the regular one. 

Proof. Let V be a vector space over D and VI a non-zero element (vector) of V. 
The homomorphism f : D -+ V mapping xED into XVI E V is non-zero, 

1 Recall that a module M is said to be faithful if the respective representation is 
faithful, i. e. if Ann M = o. 
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and thus Ker f = ° (since the regular left D-module is simple). Therefore 
DVI = Imf ~ D. 

If V is a simple module, then V = DVI ~ D. Otherwise, there is an 
element V2 ft DVI . But then DV2 ~ D and DVI + DV2 contains properly DVI . 

n 
Continuing in this way, we get the equality V = 2: DVi , where DVi ~ D are 

;=1 
simple modules. By Proposition 2.2.1, V is a semisimple module, as required. 

o 

Corollary 2.3.2. Every vector space over a division algebra D is isomor­
phic to nD (direct sum of n copies of the regular module). The number n is 
determined uniquely. 

The fact that n is an invariant is a consequence of n being the length of 
the module V. It is usually called the dimension of the vector space V and 
denoted by [V: D]. Evidently, [V: K] = [V: D][D: K]. 

In accordance with Corollary 1.7.6, the endomorphism algebra of an n­
dimensional vector space V over a division algebra D is isomorphic to the 
matrix algebra Mn(D) with entries from the division algebra D. Consequently, 
it is natural to consider the space Vasa right module over Mn(D). In what 
follows, the elements of V will be identified with n-tuples (Xl, X2,"" x n ), 

Xi ED. Then the action of the matrices is the usual multiplication of vectors 
by matrices. 

Proposition 2.3.3. The module V over the algebra A = Mn(D) is simple. 
The algebra Mn(D) is semisimple. 

Proof. Let U be a non-zero A-submodule of V, and u = (U},U2,""U n ) a 
non-zero element of U. Assume, without loss of generality, that Ul f:. 0. Then 
every vector X = (Xl, X2, ••• , X n) can be represented in the form X = uX, 
where 

X= 

Therefore uA = V, the A-module V is simple and the algebra Mn(D) IS 

semisimple by Theorem 2.2.9. 0 

Let us describe an explicit decomposition of the regular A-module. Denote 
by Ii the right ideal of the algebra Mn(D) consisting of all matrices of the 
form 

(
.o ... ~ ........... ~) 
Xl X2 ••• Xn 

.............. 

° ° ... ° 
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(the non-zero row is the ith one). Making (Xl, X2, ... , Xn) E V correspond to 
the matrix, we obtain, obviously, an isomorphism of Ij onto V. 

In the sequel, we shall denote by ejj the elementary matrices, i. e. the 
matrices such that the (ij)th entry is 1 and all the other entries are O. In 
particular, 1 = ell + e22 + ... + enn is a decomposition ofthe identity, whereby 
ejjA = h It follows that EA(V) ~ ejjAejj ~ D. 

Proposition 2.3.4. Every module over the algebra A = Mn(D) is semzszm­
ple. Every simple A-module is isomorphic to V, and the regular A-module is 
isomorphic to nV. 

Proof. Clearly, A = II EB 12 EB ... EB In is a decomposition of the regular A­
module and, as we have seen, Ii ~ V. If M is an arbitrary A-module and m 
a non-zero element of M, then mIi is either the zero module or is isomorphic 

n n 
to Ii, since Ii is simple. Besides, m = L meii E L mIi and thus some of the 

j=1 i=1 
modules mI; is non-zero. If M is simple, then M ~ mIi ~ V. Otherwise, we 
proceed as in the proof of Proposition 2.3.1 to represent M as a sum of simple 
modules, and thus to complete the proof of our proposition. 0 

Corollary 2.3.5. Two modules Ivf and N over the algebra Mn(D) are %80-

morphic if and only if [M : K] = [N : K]. 

Proof. If M = mV and N = kV, then [M : K] = m[V : K] and [N : K] = 
k[V : KJ, i. e. m = k if and only if [M : K) = [N : K]. 0 

Proposition 2.3.6. There are no proper ideals (different from 0 and A) in 
the algebra A = Mn(D). 

Proof. Let I be a non-zero ideal of A, X = (Xij) a non-zero matrix from I 
and Xkl a non-zero entry of this matrix. Then eikX -I- 0 and belongs to Ii n I. 
Therefore Ii n I -I- 0, and since I j is simple, I :J Ii (for all i !). Consequently, 

n 

I :::> L Ii = A, as required. 
i=1 

o 

An algebra which has no ideals different from 0 and the algebra itself is 
called simple. Proposition 2.3.6 shows that the algebra Mn(D) is simple. In 
the following section, we shall show that there are no other (finite dimensional) 
simple algebras. 
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2.4 The Wedderburn-Artin Theorem 

The results of Sect. 1. 7 and those of the preceding section of Chapter 2 allow 
us to obtain the fundamental structure theorems of the semisimple algebras. 

First of all, Schur's lemma yields immediately a description of the com­
mutative semisimple algebras. 

Theorem 2.4.1 (Weierstrass-Dedekind). A commutative 8emi8imple al­
gebra i8 i8omorphic to a direct product of field8. Conver8ely, a direct product 
of field8 i8 a 8emi8imple algebra. 

Proof. Let A be a commutative semisimple algebra, A = U1 EB U2 EB ... EB Un 
a decomposition of the regular A-module into a direct sum of simple modules 
and 1 = el + e2 + ... + en the corresponding decomposition of the identity. 
Because of commutativity, all idempotents are central. Then A ~ Al X A2 X 

... x An, where Ai = eiA ~ EA(Ui) (see Theorem 1.7.7). By Schur's lemma, 
Ai are division algebras and since they are commutative, they are fields. 

Conversely, if A ~ Al X A2 x ... x An, where Ai are fields, then the regular 
A-module is of the form A = U1 EB U2 EB ... EB Un, where Ui are regular Ai­
modules which are simple. 0 

Corollary 2.4.2. If J{ i8 algebraically clo8ed, then every commutative 8emi-
8imple J{ -algebra i8 i80morphic to J{n. 

The general structure theorem is obtained by a combination of Schur's 
lemma and the matrix form of endomorphisms. 

Theorem 2.4.3 (Wedderburn-Artin). Every 8emi8imple algebra i8 i80mor­
phic to a direct product of matrix algebra8 over divi8ion algebra8. Conver8ely, 
a direct product of matrix algebra8 over divi8ion algebra8 i8 a 8emi8imple al­
gebra. 

Proof. Let A be a semisimple algebra and A ~ nl U1 EB n2U2 EB ... EB nsUs be 
a decomposition of the regular A-module into a direct sum of simple mod­
ules with Ui '$. Uj for i =f. j. Denoting niUi by Mi, we get a decomposition 
A ~ Ml EB M2 EB ... EB Ms, where, for i =f. j, HomA(Mi,Mj) = 0 because 
HomA(Ui, Uj) = 0 by Theorem 2.1.1. But then A ~ Al X A2 x ... X As, where 
Ai = EA(Mi) (see Corollary 1.7.9). Since Mi = niUi, Theorem 1.7.5 yields 
Ai ~ Mn,(Di) with a division algebra Di = EA(Ui) (by Schur's lemma). 

Conversely, if A = Al X A2 X ••• X As, where Ai = Mn,(Di), then the reg­
ular A-module can be decomposed into a direct sum A = II EB 12 EB ... EB Is with 
the regular Ai-modules Ii (see Theorem 1.7.7). In view of Proposition 2.3.4, 
Ii are semisimple modules. Thus, A is a semisimple algebra, too. 0 
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Corollary 2.4.4 (Molien). If I< is algebraically closed, then every semisim­
pie I< -algebra is isomorphic to the algebra of the form Mnl (I<) x Mn2 (I<) x 
.,. X Mn.(I<). 

Corollary 2.4.5. Every simple I< -algebra is isomorphic to an algebra of the 
form Mn(D), where D is a division algebra. 

Proof. We have already seen that Mn(D) is a simple algebra. Conversely, if 
A is simple, then the unique non-zero two-sided ideal (A itself) contains a 
non-zero idempotent 1, i. e. the algebra is semisimple (by Corollary 2.2.5). In 
addition, the algebra A is indecomposable (into a direct product). This means 
that A ~ Mn(D). 0 

Corollary 2.4.6. Every simple algebra over an algebraically closed field I< is 
isomorphic to Mn(I<) for some n. 

2.5 Uniqueness of the Decomposition 

The Wedderburn-Artin theorem assigns to every semisimple algebra A a sys­
tem (DI' D2, ... ,Ds ; nl, n2,." ,ns), where Di are division algebras and ni 
the degrees of the matrices, so that 

(2.5.1) 

There is a natural question: Are the division algebras Di and the degrees ni 
determined uniquely? We are going to answer this question in the affirmative. 
Moreover, we will show that a decomposition (2.5.1) is, in fact, unique. 

First, we are going to establish a general result concerning the uniqueness 
of the decomposition of algebras into direct products. 

Theorem 2.5.1. Let A ~ Al X A2 X ••• x As ~ BI X B2 X ••• x B t be 
two decompositions of the algebra A into a direct product of indecomposable 
algebras, and 1 = el + e2 + ... + ea = II + h + ... + ft the corresponding central 
decompositions of the identity. Then s = t and, by a suitable permutation of 
the idempotents, ei = f; and Ai ~ Bi for all i. 

Proof. In view of Theorem 1.7.7, the indecomposability of Ai ~ eiA and 
Bj ~ f;B means that, if ei = e~ + ei' , f; = fi + fi' ' where ei and e~' , 
as well as fi and fi' are central idempotents, then either e~ = 0 or ei' = 0 
and similarly, fi = 0 or fi' = O. But in view of the fact that ei and f; 
are central, edj and ei - e;fj are central orthogonal idempotents. Therefore, 
either e;fj = 0 or e;fj = ei . Similarly, either e;fj = 0 or e;fj = f; . Since ei = 
ei(1I + h + ... + ft), there is an index j such that e;fj =J 0, i. e. ei = edj = f; . 
But there can be only one such index; for, k =J j implies e;fk = f;fk = O. It 
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follows immediately that s = t and that, by a suitable relabelling, ei = fi for 
all i. Then Ai ~ eiA = fiA ~ B j . 0 

Now we can establish the uniqueness in the formulation of the Wedder­
burn-Art in theorem. 

Theorem 2.5.2. If A ~ Mnt(DJ) x M n2 (D2) x ... x Mn.(Ds) ~ Mkt(Fl ) x 
Mk2 (F2) x ... X Mk, (Ft ), where Db D2, . .. ,Ds, F l , F2, . .. ,Ft are division al­
gebras then s = t and, by a suitable permutation, ni = ki and Di ~ Fi for 
all i. 

Proof. Since there are no ideals in the algebra Mn(D), it is indecomposable. 
Therefore, by Theorem 2.5.1, it follows immediately that s = t and that, by 
a suitable renumbering, Mni(Di) ~ Mki(Fi). It remains to be shown that if 
A ~ Mn(D) ~ Mk(F), where D and F are division algebras, then n = k and 
D~F. 

According to Proposition 2.3.4, A possesses a simple module V such that 
A ~ nV ~ kV; from here k = n. Besides, D ~ EA(V) ~ F, which completes 
the proof of the theorem. 0 

The simple algebras Ai = Mni(Di) are called simple components of the 
semisimple algebra A. In view of Theorem 2.5.2, they are determined uniquely. 
Thus, the classification of semisimple algebras is completely reduced to the 
classification of finite dimensional division algebras. 

2.6 Representations of Semisimple Algebras 

The structure theorem of Wedderburn-Artin, together with the results of 
Sect. 2.3, enables us to give a complete description of the modules over semi­
simple algebras. 

Proposition 2.6.1. Let M be a module over an algebra A = Al X A2 X ••• x As 
and 1 = el + e2 + ... + es be the corresponding central decomposition of the 

s 
identity of A. Then M = EEl M ei, where M ei are modules over Ai. 

i=l 

Proof. Clearly, M ei is a submodule of M because ei belongs to the center 
of A. Furthermore, m = mel + me2 + ... + mes and, moreover, if m = ml + 
m2 + ... + m a , where mi E M ei, then mei = mi, i. e. this representation 

a 
is unique. Consequently, M = EEl M ei. But M eiej = 0 for i =/: j and thus 

i=l 
ejA C Ann(Me;); hence, Mei is a module over AI EEl ejA ~ Ai, which was 

j#i 
to be proved. 0 

Theorem 2.6.2. Let A be a semisimple algebra, and Ai ~ Mni(Di) its simple 
components (i = 1,2, ... ,s). Then every A-module is semisimple and can be 
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s 
uniquely written in the form $ k i Vi, where Vi is the simple Ai -module. In 

i=1 
particular, the simple A-modules are in a bijective correspondence with the 
simple components of the algebra. 

Proof. In view of Proposition 2.6.1, every A-module decomposes into a direct 
sum Ml $ M2 $ ... $ Ms , where Mi are A;-modules. By Proposition 2.3.4, 
M; ~ ki Vi, from where the theorem follows (the uniqueness follows from 
Proposition 2.2.3). 0 

In representation theory of groups, the following consequence of the pre­
ceding theorem plays an important role. 

Corollary 2.6.3. Let T and S be two representations of a semisimple algebra 
A over a field of characteristic O. These representations are similar if and only 
iftrT(a) = trS(a) for all a E A.2 

Proof. If the representations T and S are similar, then the matrices T(a) and 
S(a) are similar and therefore have equal traces. 

Conversely, assume that trT(a) = trS(a) for all a E A. Let A = Al X 

A2 X ••• X As, where Ai are simple components of A, furthermore let 1 = 
el + e2 + ... + es be the central decomposition of the identity and Vi the 
simple Ai-modules. Decompose the modules M and N corresponding to the 

s s 
representations T and S: M ~ $ mi Vi, N ~ $ k; Vi. If v E Vi, then 

i=1 ;=1 
ve; = v and vej = 0 for j -=I ij from here, trT(ei) = midi and tr S(ei) = kidi, 
where di = [Vi : Kj. Therefore, since the traces are equal, mi = k; for all i, 
i. e. M ~ N and the representations T and S are similar. 3 0 

Theorem 2.6.2 allows us to describe the endomorphism algebra of a module 
over a semisimple algebra A. In order to do that, we recall that, for the simple 
module Vi over the algebra Ai = Mn;(Di) (the simple component of the 
algebra A), EA(Vi) ~ D;. In addition, by Schur's lemma, HomA(Vi, Vj) = 0 
for i -=I j. Therefore, the matrix form of the endomorphism yields the following 
result. 

Theorem 2.6.4. If M is a module over a semisimple algebra A then the 
s 

algebra EA(M) is also semisimple. More precisely, if M = $ kiVi, where Vi 
i=1 

is the simple module over the simple component Ai = Mn;(Di) of the algebra 
A, then EA(M) ~ El x E2 X ••• xEs, where Ei ~ Mk;(Di). 

2 The symbol tr X denotes the trace of the matrix X: If X = (Xij), then tr X = 
Xu + X22 + ... + X nn • 

3 The proof shows that it is sufficient to assume that the traces coincide only on the 
elements of the center. 
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Two semisimple algebras A and B are said to be isotypic if they have the 
same number of simple components and the corresponding division algebras 
are isomorphic. 

Corollary 2.6.5. The algebras A and Bare isotypic if and only if B 
EA(M), where M is a faithful A-module. 

Proof. This follows from Theorem 2.6.4 and the fact that, for a faithful module 
s 

M = Ell ki V;, ki > 0 for all i. 0 
i=1 

Corollary 2.6.6. If M is a semisimple module over an algebra A, then EA(M) 
is a semisimple algebra. 

Indeed, EA(M) = EA(M), where..4 = A/AnnM. But M is a faithful..4-
module and thus ..4, and consequently EA(M), are semisimple algebras (The­
orem 2.2.9). 

In conclusion, from the above results, we derive the so-called density the­
orem for semisimple algebras. 

Theorem 2.6.7 (Burnside). Let M be a semisimple module over an algebra 
A, B = EA(M), ..4 = EB(M) (here, M is considered as a left B-module). 
Let us attach to every element a E A the endomorphism ii. E ..4, defined by 
xii. = xa. Then the map a 1-+ ii. is an epimorphism of the algebras. 

Proof. Consider A/Ann M instead of Aj this has no effect on the algebras B 
or ..4. Since a E Ann M implies ii. = 0, we thus assume that M is a faithful 
module. Then the algebra A is semisimple (by Theorem 2.2.9). In this case, 
a :f. 0 implies ii. :f. 0 and we need only to verify that the above map is an 
isomorphism. 

s 
Let A = Al XA2 x ... xAs , where Ai ~ Mn.(Di) and M = Ell kiV;, where 

i=1 . 

V; is the simple Ai-module. Then B = Bl X B2 x ... x B s , where Bi ~ Mk.(Di) 
and the corresponding decomposition of the identity 1 = el + e2 + ... + es 

satisfies eiM = ki Vi. Denote the simple Bi-module by Ui. Then, as a B­
module, eiM ~ miUi. But [V; : K] = nidi, where di = [Di : KJ, and 
lUi : K] = kidi . Therefore, [eiM : K] = kinidi = mikidi, from where mi = ni, 
..4 = E B (M) ~ A and the monomorphism A -+ ..4 has to be an isomorphism. 

o 

Corollary 2.6.8. If U is a simple A-module, D = EA(U) its division algebra 
of endomorphisms and [U : D] = n, then A has a quotient algebra isomorphic 
to Mn(D). 

Proof. This is an immediate consequence of Theorem 2.6.7 and the homomor­
phism theorem. 
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Exercises to Chapter 2 

1. Prove that an irreducible representation of a commutative algebra over an alge­
braically closed field is one-dimensional. 

2. Let A be a commutative semisimple subalgebra of the algebra Mn([(), where [( 
is an algebraically closed field. Prove that then there is a matrix S such that, 
for every matrix X E A, SX S-1 is a diagonal matrix. (Two subalgebras A and 
A' of an algebra B are said to be conjugate if there is an element b E B such 
that bab-1 E A' for every a E A and, furthermore, every element a' E A' has 
such a form. Exercise 2 states that the subalgebra A C Mn(I() is conjugate to 
a subalgebra of the algebra of the diagonal matrices.) 

3. Under what conditions is a monogenic algebra semisimple? 

4. Prove that a matrix X E Mn (I() , where [( is an algebraically closed field, is 
conjugate to a diagonal matrix if and only if the monogenic subalgebra generated 
by the matrix X is semisimple. 

5. Let G be a cyclic group of order n. Prove that the group algebra [(G is semisim­
pie if and only if the characteristic of the field K does not divide n. 

6. Prove that a commutative algebra A is semisimple if and only if every monogenic 
subalgebra of A is semisimple. 

7. Describe those algebras whose monogenic subalgebras are semisimple. 

8. Describe the algebras without nilpotent elements. 

9. Prove that every non-zero idempotent of the algebra Mn(D) is conjugate to 
k 
E e;; for some k (1 ~ k ~ n). 
;=1 

10. Let X and Y be two matrices of the algebra A = Mn(I(), X A = {X SIS E A}, 
Y A = {YS I SEA}. Clearly, X A and Y A are right ideals. When are they 
isomorphic as A-modules? 

11. Prove that isomorphic simple subalgebras of the algebra Mn(K) are conjugate. 

12. Show that, if the algebra A is semisimple, then the length of the left regular 
module equals the length of the right regular module (for algebras which are 
not semisimple, the statement is, in general, false). 

13. Let A be a semisimple algebra over a field K of characteristic OJ let T and S 
be two representations of A of the same dimension with the property that for 
every a E A, there is a matrix Co. such that Co.T(a)C;;1 = S(a). Prove that the 
representations T and S are similar.4 

4 This exercise has been proposed by A. V. Rojter. 
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Theorems 2.4.3 (Wedderburn-Artin) and 2.6.2 give a complete description of 
semisimple algebras and their representations. In comparison, we know very 
little on the structure of non-semisimple algebras and modules over them, 
even in the case when K is algebraically closed. The fundamental concept 
here is the notion of a radical: the least ideal such that the respective quotient 
algebra is semisimple. An essential property of the radical is its nilpotency. It 
allows to "lift the idempotents modulo the radical". In this way, the class of 
projective modules, related to semisimple modules, appears in a natural way. 
Their decomposition into the indecomposable ones can be shown to be unique, 
and by means of the endomorphism algebras, this result can be extended to 
arbitrary modules. Finally, in the last section of this chapter, we introduce the 
concept of a diagram 0/ an algebra and of a universal algebra over a diagram; 
making use of them we obtain a description (of course, by no means complete) 
of algebras, at least in the algebraically closed case.5 In particular, we obtain 
the classification of so-called hereditary algebras (over an algebraically closed 
field). . 

Recall that, unless stated otherwise, all algebras are finite dimensional 
(infinite dimensional algebras will appear in Sect. 3.6 as universal algebras 
over diagrams). 

3.1 The Radical of a Module and of an Algebra 

8 

Let M be a semisimple module: M = EB Ui, where U; are simple modules and 
;=1 

let 11'; be the projection of M on Ui. Then, for any non-zero element m E M, 
1I';(m) =f:. 0 for at least one index i. One can say that the homomorphisms of M 
into all possible simple modules "distinguish" the elements of the module M. 
Conversely, it is not difficult to verify that if the homomorphisms of Minto 
simple modules distinguish the elements, then M is semisimple. Indeed, if N is 
a minimal submodule of M and n E N a non-zero element, then /( n) =f:. 0 for 
a suitable homomorphism / : M -+ U, where U is a simple module. But then 
N n Ker / = 0 because N is minimal. Besides, 1m / = U, i. e. M /Ker / ~ U 

5 In Chapter 8 these concepts will be generalized to arbitrary algebras whose quo­
tients by the radical are separable. 
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and Ker f is a maximal submodule of M. Therefore, N + Ker f = M and 
Ker f is a complement of N in M. Thus M is a semisimple module (see 
Proposition 2.2.1). 

For a given module M, we shall introduce "a measure of how far it is from 
being semisimple": the set of all elements m E M such that f( m) = 0 for any 
homomorphism f of M to a simple module. Evidently, these elements form 
a submodule of M, which will be called the radical of the module M and be 
denoted by rad M. 

Since, for any non-zero homomorphism f : M --+ U, where U is a simple 
module, Ker f is a maximal submodule of l\I[, and conversely, since every 
maximal submodule M' c M is a kernel of the projection 7r : M --+ M/M', 
and the module M / M' is simple, the radical is the intersection of all maximal 
submodules of the module M. 

Theorem 3.1.1. A module M is semisimple if and only if radM = o. The 
factor module M /rad M is always semisimple. 

Proof. The first assertion has already been proved above. Therefore, it is suf­
ficient to prove that rad (M /rad M) = O. But, by Theorem 1.4.3, the maxi­
mal sub modules of M/radM are of the form M' /radM, where M' is max­
imal submodule of M (since always M' ::::> radM). Clearly, n(M' /radM) = 
(nM')/radM = 0, i.e. rad(M/radM) = 0 and the theorem is proved. 0 

• • Proposition 3.1.2. rad ( E!7 M;) = E!7 rad Mi. 
i=1 i=1 

• Proof. Every homomorphism f : IvI --+ U, where M = E!7 Mi, is determined 
i=1 

uniquely by a family of homomorphisms fi : Mi --+ U according to the formula 
• 

f(m1,m2, ... ,m.) = 2::: fi(mi) (see Sect. 1.7). Therefore, if mi E radMi for 
i=1 

all i, then f(m1' 1n2, ... , In.) = 0 and thus (m1' m2, ... , m.) E radM. 

Conversely, if (m1,mZ, ... ,m.) E radM, consider the homomorphisms 
f : M --+ U for which fJ = 0 for j =1= i. We get that 1;( mi) = 0 for any 
homomorphism fi : ]..t[i --+ U. Consequently, mi E rad M i , as required. 0 

Proposition 3.1.3. f(radM) c radN for any module homomorphism 
f: M --+ N. 

Proof. If mE radM, then, for any homomorphism g : N --+ U, where U is a 
simple module, gf(m) = 0, i. e. f(m) E radN. 0 

This result implies that, for any homomorphism f : M --+ N, one can 
construct the induced homomorphism j : M/radM --+ N/radN by setting 
](m + radM) = f(m) + radN. 
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Lemma 3.1.4 (Nakayama). A homomorphism f : M -. N is an epimor­
phism if and only if the induced homomorphism j: MJradM -. NJradN is 
an epimorphism. 

Proof. If f is an epimorphism, then clearly j is an epimorphism. Conversely, 
the fact that j is an epimorphism means that 1mf + radN = N. But if 
1m f i= N, then 1m f is contained in a maximal submodule N' of N. Since 
rad N C N', 1m f + rad N C N' and thus cannot 'be N. Consequently, 
1m f = N, i. e. f is an epimorphism, 0 

It follows that the fact that a homomorphism is an epimorphism is suffi­
cient to be verified "modulo the radical". Occasionally, the following form of 
this result can be found useful. 

Corollary 3.1.5. If Nand L are submodules of M such that N + L = M 
and N C radM, then L = M. 

Proof. An exercise. o 

The radical of a regular module of an algebra A is called the radical of the 
algebra. By definition, rad A is a right ideal. It follows from Theorem 3.1.1 that 
the semisimplicity of the algebra A is equivalent to the equality rad A = O. 

Theorem 3.1.6. For any A-module M, radM = MR, where R = radA. In 
particular, the radical of an algebra is a two-sided ideal and the corresponding 
quotient algebra is semisimple. 

Proof. Consider the homomorphism A -. M which maps every element a E A 
into ma, where m is a fixed element of M (see Theorem 1.7.1). By Proposi­
tion 3.1.3, it maps the radical into the radical, i.e. mR C radM. Therefore 
MRCradM. 

In particular, AR C R, i. e. R is a two-sided ideal and the quotient algebra 
AI R = A is semisimple according to Theorem 3.1.1. 

Consider the factor module M = M I M R. It is annihilated by the radical 
R and can be therefore considered as an A-module which is semisimple in 
view of Theorem 2.6.2. Consequently, for every non-zero class m = m + M R, 
there is a homomorphism f : M -. U, with a simple module U such that 
f(m) i= O. In combination with the projection 7r : M -. M, we obtain the 
homomorphism f7r: M -. U satisfying f7r(m) =f. 0, i.e. m f/. radM. It follows 
that rad M C M R and the proof of our theorem is completed. 0 

Let us remark that we have, in fact, proved that M R = rad M is the least 
submodule of M such that the respective factor module is semisimple. 

Corollary 3.1.7. Every semisimple A-module is a module over the semisimple 
quotient algebra A = AJradA. In particular, the number of simple A-modules 
is equal to the number of the simple components of the algebra A. 



3.1 The Radical of a Module and of an Algebra 47 

Corollary 3.1.8. The radical of an algebra is the intersection of all maximal 
ideals. 

Proof. IT 1 is a maximal ideal of an algebra A, then AI1 is a simple algebra, 
and hence it is a semisimple A-module. Therefore, (AI1)R = 0, i. e. R C 1 and 
11 R is a maximal ideal of the quotient algebra A = AIR (Theorem 1.4.7). 
Denote by J the intersection of all maximal ideals of the algebra A. Then 
J :::> R and J IRis the intersection of all maximal ideals of the algebra A. But 
A is a semisimple algebra, and thus J I R = 0, i. e. J = R. 0 

Corollary 3.1.8 provides a symmetric characterization of the radical (free 
of the concepts "right" and "left"). It follows that the radical of the left regular 
module coincides with the radical of the algebra. 

Proposition 3.1.9. The radical R of an algebra A is a nilpotent ideal con­
taining all nilpotent right and left ideals. 

Proof. Theorem 3.1.6 together with Nakayama's lemma (Corollary 3.1.5) im­
plies that R2 = radR # R and, in general, Rm+l = radRm # R m when­
ever Rm # O. However, the chain of the subspaces R :::> R2 :::> ••• :::> 
Rm:::> Rm+l :::> ••• must become stationary, and thus R m = 0 for some m. 

Conversely, if 1 is a nilpotent right ideal, then (1 +R)I R is a nilpotent right 
ideal of the semisimple algebra AI R. Hence, by Corollary 2.2.5, (I +R)I R = 0, 
i. e. 1 + R = R. 0 

Corollary 3.1.10. The radical of an algebra is the set of all strongly nilpotent 
elements. 

An important property of the radical relates to the following concept. A 
right (left) ideal 1 of an algebra A is called quasiregular if every element 1 - x, 
where x E 1, is invertible. 

Proposition 3.1.11. The radical is a quasiregular ideal containing all right 
and left quasiregular ideals. 

Proof. IT x E R, then xk = 0 for some k and therefore (1 - x)( 1 + x + x 2 + ... 
+ Xk- 1) = 1- xk = 1, i. e. 1 - x is invertible. Conversely, let 1 ct R, where 1 is 
a right ideal. Then 1 ct M for some maximal right ideal M. Thus 1 + M = A. 
In particular, 1 = x + m, where x E 1 and mE M. Consequently, m = 1 - x 

is not invertible because mA # A. Hence, 1 is not quasiregular. 0 

Thus, in finite dimensional algebras, the concepts of being nilpotent and 
quasiregular coincide. 

Corollary 3.1.12. Every right (left) nil ideal (i. e. such whose elements are 
nilpotent) is contained in the radical and is therefore nilpotent. 
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Proof. The statement follows from the fact that, for a nil right ideal I, all 
elements 1 - x (x E I) are invertible; for, if xm = 0, then (1 - x)( 1 + x + x2 + 
... + x m - I ) = 1. 0 

In what follows, we shall often make use of the following characteristic of 
the radical. 

Proposition 3.1.13. The radical of an algebra is the unique nil ideal such 
that the respective quotient algebra is semisimple. 

Proof. The radical has all these properties, as we have seen above. Conversely, 
since AI I is semisimple, it follows that I J rad A and, from the fact that I is 
a nil ideal, we deduce that I C rad A. 0 

Corollary 3.1.14. rad (AI 1) = (R + 1)11, where R = rad A. 

Proof. Since R is nilpotent, it follows that (R + 1)1 I is nilpotent. At the same 
time, (AI1)I((R + 1)11) ~ AI(R + 1) ~ (AIR)/CCR + I)IR). Since AIR is 
semisimple, its quotient algebra is also semisimple; thus (R+1)1 1= rad (AI 1). 

o 

3.2 Lifting of Idempotents. Principal Modules 

The fact that the radical is nilpotent provides a powerful method of inves­
tigation of non-semisimple algebras, viz. lifting of idempotents modulo the 
radical. 

Lemma 3.2.1. Let I be a nil ideal of an algebra A and u an element of the 
algebra such that u 2 == u (mod 1). Then there is an idempotent e in A such 
that e == u (mod I). 

Proof. Put v = u + r - 2ur, where r = u 2 - tl. Then ttl' = ru, 1,2 E 12 and thus 
v 2 == u2 + 2ur - 4u2r == u + r + 2ur - 4ur == v (mod 12 ). Besides, evidently, 
v == u (modI). Proceeding in this way with the element v in place of u, we 
can construct an element VI such that vi == VI (mod 14) and VI == V (mod 12 ). 

Thus VI == u (mod I). Finally, continuing this process, and taking into account 
that the ideal I is nilpotent, we can construct a required idempotent e. 0 

Lemma 3.2.1 above yields a characterization of the algebras whose regular 
module is indecomposable. 

Theorem 3.2.2. The following conditions are equivalent: 

1) the regular A-module is indecomposable; 
2) AIR, where R = rad A, is a division algebra; 
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3) there is a unique maximal right ideal in the algebra A; 
4) the non-invertible elements of the algebra A form a right ideal.6 

Proof. 1) ::} 2). The condition 1) means that there are no non-trivial idem­
potents in the algebra EA(A) = A (Corollary 1.7.3). But then, in view of 
Lemma 3.2.1, there are no non-trivial idempotents in the semisimple algebra 
AI R, and thus AIR is a division algebra. 

2) ::} 4). If AIR is a division algebra and an element a E A does not 
belong to R, then the class a + R is invertible in AIR, i. e. there is an element 
bE A such that ab == 1 (modR). It follows from Proposition 3.1.11 that the 
element ab, and therefore also a, is invertible. Since all elements of the radical 
are not invertible, the radical R is just the set of all non-invertible elements, 
as required. 

4) ::} 3). Let I be the right ideal consisting of all non-invertible elements of 
the algebra A. Then every right ideal J =/: A must be contained in I because the 
ideal J cannot contain invertible elements, and thus I is the unique maximal 
right ideal. 

3) ::} 1) follows from the fact that if M is decomposable, M = NED L, 
where N =/: 0, L =/: 0, then M contains at least two maximal submodules 
N' ED L and N ED L', where N' and L' are maximal submodules of Nand L, 
respectively. 0 

The algebras satisfying the conditions of Theorem 3.2.2 are called local. 
Corollary 1.7.4 implies the following assertion. 

Corollary 3.2.3 (Fitting). A module is indecomposable if and only if its 
endomorphism algebra is local. 

We shall apply the above results to direct summands of the regular module. 
The modules which are isomorphic to indecomposable direct summands of the 
regular module are called principal indecomposable modules, or simply prin­
cipal modules. In other words, a principal A-module is of the form eA, where 
e is a minimal idempotent: it cannot be represented in the form e = e' + e", 
where e' and e" are non-zero orthogonal idempotents. By corollary 3.2.3, this 
is equivalent to the fact that the algebra EA( eA) ~ eAe is local. 

Proposition 3.2.4. For an idempotent e of A, rad(eAe) = eRe. An idempo­
tent e E A is minimal if and only if the idempotent e = e + R of the algebra 
A = AIR is minimal. 

Proof. Evidently, eRe is an ideal of eAe and is nilpotent (because R is nilpo­
tent). On the other hand, eAe/eRe ~ eAe is a semisimple algebra. By Propo­
sition 3.1.13, eRe = rad(eAe). Now, the second assertion follows from Theo­
rem 3.2.2, since e is minimal if and only if eAe is a division algebra. 0 

6 Since condition 2) is symmetric, one can replace right modules and ideals in 1), 
3) and 4) by left ideals. 
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Corollary 3.2.5. A principal module contain8 a unique maximal 8ubmodule. 

Proof. If eA is a principal module, then e = e + R is a minimal idempotent; 
thus eA ~ eAj eR is a simple module and eR is a maximal submodule of eA. 
But, by Theorem 3.1.6, eR = rad (eA) is contained in all maximal submodules 
and is therefore the unique maximal submodule of eA. 0 

Proposition 3.2.6. If f : eA - M i8 a homomorphi8m of A-module8, then 
f(e) E Me and, making the element f(e) corre8pond to f, we e8tabli8h an 
i8omorphi8m of the vector 8pace8 HomA(eA, M) ~ Me. 

Proof. f(e) = f(e 2 ) = f(e)e E Me, and if f(e) = g(e), then f(ea) = f(e)a = 
g(e)a = g(ea) for any a E A, and thus the map HomA(eA,M) - Me is a 
monomorphism. On the other hand, restricting the homomorphism A - M 
which maps a into ma, to eA, we obtain the homomorphism f : eA - M 
which maps e into me and therefore the map HomA (eA, M) - Me is an 
epimorphism. 0 

Corollary 3.2.7. For any homomorphi8m f : eA _ M and any epimorphi8m 
9 : N - M, there i8 a homomorphi8m <p : eA - N 8uch that f = g<p. 

Proof. Let f{e) = me and n be a preimage of min N. Then <p: eA - N can 
be defined by mapping e into ne. 0 

Corollary 3.2.8. If a module M has a unique maximal 8ubmodule, then M 
i8 i80morphic to a factor module of a principal module. 

Proof. Let M' be the unique maximal submodule of M. Then M' = MR and 
MjMR is a simple module (here R = radA). Thus MjMR ~ eA for some 
minimal idempotent e of the algebra A = Aj R. By Lemma 3.2.1, e = e + R 
with an idempotent e of A which is by Proposition 3.2.4 minimal and for which 
eA ~ eAjeR. Denote by 7r the projection of M onto eA and by f the projection 
of eA onto eA. By Corollary 3.2.7, there is a homomorphism <p : eA - M such 
that 7r<p = f and, moreover, the induced homomorphism tp : eAjeR - MjMR 
is an isomorphism. By Nakayama's lemma (Lemma 3.1.4), <p is an epimorphism 
and M ~ eAjKer<p. 0 

Corollary 3.2.9. The principal module8 eA and f A are i80morphic if and 
only if the 8imple module8 eA and J A are i80morphic (A = Aj R and a = 
a+R). 

Proof. If eA ~ f A, then eA ~ eAj eR ~ f Aj f R ~ J A. Conversely, let 
eA ~ J A. Combining this isomorphism with the projection eA - eA, we 
obtain an epimorphism 9 : eA - J A. By Corollary 3.2.7, 9 = mp, where 
<p : eA - f A and 7r is a projection fA - J A. Since c.p induces an isomor­
phism eA ~ J A, it is an epimorphism (by Lemma 3.1.4). In a similar way, 
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one can define an epimorphism 1/J : I A -7 eA. But then both <.p1/J and 1/J<.p 
are epimorphisms and therefore isomorphisms (since eA and I A are finite di­
mensional spaces). Therefore <.p and 1/J are isomorphisms and the proof of the 
corollary is completed. 0 

In this way, a natural bijective correspondence has been established be­
tween the principal and the simple modules. Let us remark that the same 
results hold for the left modules. Now one can see easily that in a semisimple 
algebra A, eA ~ 1 A if and only if Ae ~ Al (any of these isomorphisms means 
that e and I belong to the same simple component). Hence, one obtains the 
following result. 

Corollary 3.2.10. The left principal modules Ae and AI are isomorphic if 
and only if the modules eA and I A are isomorphic. 

3.3 Projective Modules and Projective Covers 

Corollary 3.2.7 expresses the most important property of principal modules, 
viz. their projectivity. 

A module P over an algebra A is called projective if for every epimorphism 
9 : M ---+ N and every homomorphism f : P -7 N there is a homomorphism 
<.p : P ---+ M such that f = g<.p. We say that f can be lifted to <.p or that <.p is a 
lifting of f to M. 

Proposition 3.3.1. Two projective modules P and Q are isomorphic if and 
only if the semisimple modules P = P / P Rand Q = Q / Q R are isomorphic 
(here R = radA). 

Proof. Every isomorphism P ..:::. Q induces an isomorphism P ~ Q. Conversely, 
if P ~ Q, then there is an epimorphism I : P -7 Q which can be lifted to a 
homomorphism <.p : P ---+ Q (since P is a projective module); by Nakayama's 
lemma, <.p is an epimorphism. In a similar way, one obtains an epimorphism 
1/J : Q -7 P. Comparing the dimensions, it turns out that <.p and 1/J are isomor­
phisms. 0 

Proposition 3.3.2. A direct sum of modules is projective if and only if every 
direct summand is projective. 

Proof· Every homomorphism I : P EB Q -7 N is uniquely determined by a pair 
of homomorphisms h : P -7 Nand h : Q -7 N; indeed, f(p, q) = h (p) + 
h(q)· Now, the solution of the equation f = g<.p, where 9 is an epimorphism 
M -7 Nand <.p the required homomorphism PEBQ -7 M, is a pair <.pI : P -7 M 
and <.p2 : Q -7 lvI such that h = g<.pI and h = g<.p2. Consequently, I can be 
lifted if and only if each of the homomorphisms hand h can be lifted. 0 
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Among the fundamental examples of projective modules are the free mod­
ules. A free module is a module which is isomorphic to a direct sum of regular 
modules, i. e. is of the form nA for some n. The elements of a free module 
can be viewed as the "vectors" (a1,aZ, ... ,an ) with the components from A 
and componentwise operations. The number n is called the rank of the free 
module. 

Proposition 3.3.3. Every homomorphism f : nA -+ M is given uniquely by 
a choice of the elements {m1, mz, ... , m n } of the module M, according to the 
formula 

n 

f(a1,az, ... ,an) = L miai· 
i=1 

Hence, HomA(nA,M) ~ nM. 

(3.3.1) 

Proof. It is trivial to verify that the map f : nA -+ M given by the for­
mula (3.3.1) for arbitrary mI, mz, ... , mn is a homomorphism. Conversely, 
if f is a homomorphism nA -+ M, we put mi = f(ui), where Ui = 

n 

(0, ... ,1, ... ,0) (with 1 at the ith position). Since (a1, az,···, an) = L Uiai, 
i=1 

n n 

f( a1 , az, ... , an) = L f( Ui )ai = L miai and the proposition is proved. 0 
i=1 ;=1 

A set of elements {m1, m'2, ... , m n } of a module M is called a generating 
set (a set of generators) if every element m E M can be expressed in the 

n 

form m = L miaj for some aj E A. This means that the homomorphism 
i=1 

f : nA -+ M defined by the formula (3.3.1) is an epimorphism. The homo-
morphism theorem then yields the following corollary. • 

Corollary 3.3.4. If a module 1\.1 has a generating set consisting of n elements, 
then M is isomorphic to a factor module of the free module of rank n. 

Observe that a finite dimensional module M always has a finite gener­
ating set (for example, a basis). The least number of elements in any of the 
generating sets of M is called the number of generators of the module M and 
is denoted by f.1A(M). 

Free modules as well as principal ones are projective (by Proposition 3.3.2). 
The following theorem describes the relation between free, principal and pro­
jective modules. 

Theorem 3.3.5. The following conditions for a module P are equivalent: 

1) P is projective; 
2) P is isomorphic to a direct sum of principal modules; 
3) P is isomorphic to a direct s'ummand of a free module; 
4) the kernel of every epimorphism f : M -+ P has a complement in M (and 

then, evidently, M ~ PEEl Ker f). 
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Proof. 2) =} 1) and 3) =} 1) by Proposition 3.3.2. 
4) =} 3) by Corollary 3.3.4. 
1) =} 4). There exists a homomorphism r.p : P -+ M such that fr.p = 1, and 

by Proposition 1.6.2, this is equivalent to the fact that Ker f has a complement 
inM. 

1) =} 2). Decompose the semisimple module P = PIPR into a direct sum 
P = U1 EEl U2 EEl ... EEl Ut of simple modules Ui. Let Pi be a principle module 

t 
such that P;j PiR ~ Ui . Write Q = EEl Pi. Then Q is a projective module and 

i=1 
QIQR ~ PIPR. Consequently, P ~ Q by Proposition 3.3.1. 0 

It turns out that the projective modules are in a bijective correspondence 
with the semisimple ones, in a similar manner as the principal modules are in 
a bijective correspondence with the simple ones. 

Theorem 3.3.6. The map assigning to every projective module P the semisim­
ple module P = PIP R, is a bijective correspondence between the projective and 
semisimple modules. If P = PI EEl P2 EEl .... EEl Pn = Ql EEl Q2 EEl ... EEl Qm are 
two decompositions of a projective module P into a direct sum of principal 
modules, then n = m and, under a suitable relabelling, Pi ~ Qi for all i. 

Proof. In view of Proposition 3.3.1, we need to verify only that every semisim­
pIe module M is isomorphic to PIP R, where P is a projective module. To 
this end, it is sufficient to decompose M into a direct sum of simple modules 
M = U1 EEl U2 EEl ... EEl Un and to put P = PI EEl P2 EEl ... EEl Pn , where Pi is a 
principal modules satisfying Ui ~ P;j PiR. 

If PI EEl P2 EEl ... EEl Pn ~ Q1 EEl Q2 EEl ... EEl Qm , where Pi and Qi are principal 
modules, then for the factors modulo the radical we obtain an isomorphism 
PI EEl P2 EEl ... EEl Pn ~ Ql EEl Q2 EEl ... EEl Qm with the simple modules Pi = P;j PiR 
and Qj = QjIQjR. By Proposition 2.2.3, n = m and Pi ~ Qi for all i (after 
an appropriate reindexing), and then, by Proposition 3.2.9, also Pi ~ Qi. 0 

It follows from Proposition 3.3.4 that every module is isomorphic to a 
factor module of a projective module. Of course, there are many different 
ways of representing a given module M in the form PIN with a projective 
module P. However, we are going to show that there is, in a certain sense, a 
unique minimal representation of this form. 

A projective module P is called a projective cover of a module M and is 
denoted by P(M) if there is an epimorphism f : P -+ M which induces an 
isomorphism P Irad P ~ M lrad M. Evidently, this is equivalent to the fact 
that M ~ PIN with N C radP. 

Theorem 3.3.7. 1) For every mod-ule lvI, there is a projective cover and it is 
unique up to an isomorphism. 

2) P(M) ~ P(M), where M = M/radM. 
3) If g is an epimorphism of a projective module Q onto a module M, then 

Q ~ PI EEl P2, where PI ~ P(M), the restriction of g to PI is an epi-
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morphism, and P2 C Ker 9 . Moreover, the isomorphism P( M) .:::. PI can 
be chosen in such a way that the composition with the epimorphism 9 is 
equal to a fixed epimorphism f : P(M) -> M. 

Proof. By Theorem 3.3.6, At ~ P/radP for some projective module P. Con­
sequently, the epimorphism P -> AI can be extended to a homomorphism 
f : P -> M, whereby, by Nakayama's lemma, f is an epimorphism. Thus, P 
is a projective cover of A1 and the assertions 1) and 2) are proved (the fact 
that the cover is unique follows from Proposition 3.3.1). 

Now, let Q be a projective module and 9 : Q -> M an epimorphism. Let 
us lift 9 to a homomorphism r.p : Q -> P such that fr.p = g. Then the induced 
map r:p: Q/radQ -> P/radP is an epimorphism and, by Nakayama's lemma, 
r.p is an epimorphism. By Theorem 3.3.5, Q = PI EBKerr.p, where PI ~ P. Since 
P2 = Kerr.p C Kerg, we have obtained the assertion 3), as well. 0 

Corollary 3.3.8. P(M EB N) ~ P(M) EB peN). 

The proof is immediate. 

Corollary 3.3.9. Let R = rad A, A = A/Rand 1 = el + ez + ... + en be a 
decomposition of the identity of the algebra .4. Then there is a decomposition 
of the identity 1 = el + e2 + ... + en of the algebra A such that ei = ei + R. 

Proof. Evidently, A = peA). On the other hand, if Ui = eiA and Pi = P(Ui), 
then peA) ~ PI EB P2 EB ... EB Pn. Consequently, A ~ PI EB P2 EB ... EB Pn and 
the isomorphism can be chosen in such a way that the composition with the 
natural epimorphism PI EB P2 EB ... EB Pn -> UI EB U2 EB ... EB Un = A would 
give the projection 7r : A -> A. Let 1 = el + e2 + ... + en be a decomposition 
of the identity of the algebra A corresponding to the decomposition A ~ 
PI EB P2 EB ... EB Pn of the regular module. Then eiA/eiR ~ eiA, i.e. the 
idempotents ei + R determine a decomposition of the identity corresponding 
to the decomposition A = eu~ EB hA EB ... EB enA. In view of the fact that there 
is a bijective correspondence between the decompositions of the identity and 
the decompositions of the module (Theorem 1.7.2), ei + R = ei, as required. 

o 

In conclusion of this section, we are going to apply the above results to 
the study of a particular class of algebras. 

An algebra A is called primary if A/rad A is a simple algebra. 

Theorem 3.3.10. The follo·wing statements for an algebra A are equivalent: 

1) A is primary; 
2) there is a unique maximal ideal in A; 
3) every proper ideal of the algebra A is nilpotent; 
4) A has a single simple module; 
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5) A has a single principal module; 
6) A ~ Mn(B), where B is a local algebra. 

Proof. We are going to give a proof following the implications 3) =? 2) =? 1) 
=? 4) =;? 5) =? 6) =? 1) =? 3). 

3) =? 2). If all ideals are nilpotent, then they are all contained in R = rad A 
(Proposition 3.1.9) and thus R is the unique maximal ideal. 

2) =? 1). This follows from Corollary 3.1.8. Also, 1) =? 4) follows from 
Corollary 3.1.7, and 4) =? 5) follows from Corollary 3.2.9. 

5) =? 6). The regular module A. is isomorphic to nP, where P is the unique 
principal module; from here, A ~ EA(A) ~ Mn(B), where B = EA(P) is a 
local algebra (by Corollary 3.2.3). 

6) =? 1). Let A = Mn(B). We shall prove that radA = Mn(J), where 
J = radB. Indeed, Mn(J) is a nilpotent ideal in A and AjMn(J) ~ Mn(Bj J) 
is a simple algebra, because BjJ is a division algebra. Therefore Mn(J) is 
radA (by Proposition 3.1.13) and A. is a primary algebra. 

1) =? 3). If 1 is an ideal of a primary algebra A, then (I + R)/ R is an ideal 
of the simple algebra Aj R. From here, either (I + R)/ R = 0, i. e. 1 c R, or 
(1 + R)jR = AjR,·i.e. 1 + R = A, and by Nakayama's lemma, 1 = A. This 
means that if 1 #- A, then the ideal 1 C R and therefore it is nilpotent. 0 

Observe that, by proving the implication 6) =? 1), we have also proved the 
following proposition. 

Proposition 3.3.11. radMn(B) = Mn(radB). 

3.4 The Krull-Schmidt Theorem 

Theorem 3.3.6 implies, in particular, that a decomposition of the regular mod­
ule into a direct sum of indecomposable modules is unique. In this section, 
using the results of Sect. 1.7, we shall extend this fact to arbitrary modules. 
First, we shall express it in terms of the idempotents. 

Theorem 3.4.1. Let 1 = el + e2 + ... + en = It + h + ... + fm be two 
decompositions of the identity of an algebra A with minimal idempotents ei 
and Ii. Then n = m and there is an invertible element a in the algebra A 
such that, up to a suitable reindexing, fi = aeia-1 for all i. 

Proof· Let A = e1A Ef) e2A Ef) ••• Ef) enA = itA Ef) hA Ef) ••• Ef) fmA be two 
decompositions of the regular module into a direct sum of principal modules. 
By Theorem 3.3.6, n = m and eiA ~ J;A for all i (up to a suitable relabelling). 
But the isomorphism eiA -:+ J;A is given by a suitable element ai E fiAei 
such that J;ai = aiei = ai. Put a = al + a2 + ... + an. Then aei = aiei = ai 
and fia = fiai = ai for all i. We show that a is invertible. To that end, we 
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choose elements bi E eiAfi defining the isomorphism fiA ~ eiA reciprocal 
to ai and put b = b1 + b2 + ... + bn . Since aibi = fi and eib = bi = bJ;, 

n n 
ab = L: aibi = L: J; = 1 and b = a-I. Consequently, the equality aei = J;a 

i=1 i=1 
yields J; = aeia-1. The theorem is proved. 0 

Now, in order to prove the uniqueness of module decompositions, we apply 
Theorem 3.4.1 to endomorphism algebras. 

Theorem 3.4.2 (Krull-Schmidt). If M = Ml EEl M2 EEl ... EEl Mn = 

Nl EEl N 2EEl . .. EEl N m are two decompositions of the module M into a direct 
sum of indecomposable modules, then 11 = m and, after a suitable reindexing, 
Mi ~ Ni for all i. 

Proof. By Theorem 1.7.2, we have two decompositions of the identity of the 
algebra E = EA(M) corresponding to the two decompositions of M into a 
direct sum of indecomposable modules: 1 = el+ e2+···+en = h+h+ ... +fm, 
where ei and Ji are minimal idempotents, Mi = eiM and Nj = liM. By 
Theorem 3.4.1, 11 = m and, after a suitable renumbering,"J; = aeia-1, where 
a is an invertible element of the algebra E, i. e. an automorphism of the module 
M. Let ai be the restriction of a to ]V!i. Since aei = fia, aei(m) E fiM = 
N; , and thus a; maps Mi into N;. Since a is a monomorphism, ai is also a 
monomorphism. On the other hand, a is an epimorphism, and therefore any 
element y of Ni is of the form y = a(x). But then J;(y) = y = J;a(x) = aei(x) 
with e;(x) E Mi; thus ai is an epimorphism of M; onto Ni, and therefore an 
isomorphism. The theorem is proved. 0 

3.5 The Radical of an Endomorphism Algebra 

We shall apply the above results to clarify the behaviour of the radical with 
respect to a Peirce decomposition. 

Lemma 3.5.1. Let f : M -+ N be a homomorphism between two indecompos­
able A-modules. Then either f is an isomorphism or, for any homomorphism 
9 : N -+ M, fg E radEA(N) and gf E radEA(M). 

Proof. Let 9 E HomA(N,M) and fg ~ radEA(N). Then, since the algebra 
EA(N) is local (Corollary 3.2.3), fg is an invertible element and thus an au­
tomorphism of N. Consequently, f is an epimorphism. If 'f' = (fg)-I, then 
f(g'f') = 1, and by Proposition 1.6.2, M ~ N EEl Ker f. Since M is indecom­
posable, we get Ker f = 0 and thus f is a monomorphism; therefore, f is an 
isomorphism. In a similar manner, one can show that gf ~ radEA(M) also 
implies that f is an isomorphism. 0 
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Theorem 3.5.2. Let M = Ml ffi M2 ffi ... ffi Ms J where Mi = niNiJ the 
modules Ni are indecomposable and such that Ni i:- N j for i #- j. Write 
HomA(Mi , M j ) = Eij and consider the t'wo-sided Peirce decomposition of the 
algebra E = EA(M) 

E = (~:~:.: ~:: ) 
Esl Es2 ... Ess 

Then the radical of the algebra E has the form 

R ~ (~: ~:: ~:) 
\ Esl Es2 . .. Rss 

(3.5.1) 

where Rii = radEii. In other words, if 1 = el +e2+ ... +es is the corresponding 
decomposition of the identity of the algebra E, then eiRej = eiEej for i #- j 
and eiRei = rad eiEei. 

Proof. According to Sect. 1.7, the elements of Eij can be interpreted as 
matrices of dimension ni x nj with coefficients from Hij = HomA(Ni, Nj). 
Therefore, Rii = Mni(Ri), where Ri = radEA(Ni) (see Proposition 3.3.11). 
Moreover, it follows from Lemma 3.5.1 that EijEji C Rii for i #- j. Con­
sequently, the set R defined by the formula (3.5.1) is an ideal in E and 
E/ R ~ E ll / Rll x E22/ R22 x .,. x Ess/ Rss is a semisimple algebra; therefore 
R J radE. 

On the other hand, consider the right ideal 

. _ (. ~ .... ~ ... ' .' : ... 0 ... : : ' .... 0. ) 

I, - Eil Ei2 . . . Rii . .. Eis 
......................... 
° ° ... ° ... ° 

(the ith row of R). We shall show that it is nilpotent. Indeed, 

( "~""":: ... O",:""",,~, ) 
12 = R .. E. R2 R .. E· 

l U 11 . . . ii' . . zt 18 ' 

......................... 
° ... ° ... ° 

and in general, 

I k+1 = (.,
0
:..:.. ~~; ..... ;0 .. ) 

, RiiEd . .. Rii . . . RiiE .. 
.......................... . 
° ... ° ... ° 
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Since Rf; = 0 for some k, I;k+1 = o. Therefore Ii C rad E and we obtain 
R elI + Iz + ... + Is C radE, as required. 0 

If we apply Theorem 3.5.2 to the algebra A ~ EA(A), we get the following 
result. 

Theorem 3.5.3. Let 1 = eI + e2 + ... + es be a decomposition of the identity of 
an algebra A such that the idempotents ei = ej + R are central in the quotient 
algebra A = AIR, where R = radA. Then ejRej = eiAej for i i= j and 
ejRej = rad(eiAei). 

Proof. Since ej are central idempotents, the A-modules ejA and ejA have 
no isomorphic simple direct summands for i i= j. Thus, by Corollary 3.2.9, 
ejA and ejA have no isomorphic principal direct summands and, in view of 
Theorem 3.5.2, ejAej = HomA(ejA, eiA.) C radA. Since, by Proposition 3.2.4, 
rad(ejAei) = ejRej, the theorem follows. 0 

Now we are going to introduce a class of algebras which plays a funda­
mental role in the theory of finite dimensional algebras. 

Theorem 3.5.4. The following conditions for an algebra A are equivalent: 

1) the quotient algebra A = AIR, whe·re R = rad A, is isomorphic to a 
product of division algebras; 

2) if A = PI EEl P2 EEl ... EEl Ps is a decomposition of the regular module into a 
direct sum of principal modules, then Pj 'I- Pj for i i= j ,-

3) there is an algebra B and a B-module M such that A ~ EB(M) and 
M = MI EEl Mz EEl ... EEl M s , where Mj are indecomposable modules and 
Mj 'I- Mj for i i= j. 

Proof. 1) =? 2). If A ~ DI X D2 X •.. x D s , where Dj are division algebras, 
then, by Corollary 3.3.9, A ~ PI EEl P2 EEl ... EEl Ps , where P;f PiR ~ Ui are 
simple Dj-modules, Pi are principal modules and Pi 'I- Pj for i i= j because 
Uj 'I- Uj for i i= j. 

2) =? 3) follows from Theorem '1.7.1. It is sufficient to put B = A and take 
the regular module for M. 

3) =? 1) follows immediately from Theorem 3.5.2. 0 

An algebra A satisfying the conditions of Theorem 3.5.4 is called basic. 
Let A be an arbitrary algebra and A ~ nIPI EEl n2P2 EEl ... EEl nsPs a 

decomposition of the regular A-module into a direct sum of the principal 
modules, whereby Pi 'I- Pj for i i= j. Write P = PI EEl P2 EEl ... EEl Ps and. 
B = EA(P). Then B is basic and is called the basic algebra of the algebra A. 
If 1 = eI + e2 + ... + es is a decomposition of the identity of the algebra B 
corresponding to the given decomposition of the module P, we say that the 
principal B-module Qi = eiB corresponds to the principal A-module Pi and 
that the projective B-module Q = kIQI EEl kZQ2 EEl ... EEl ksQs corresponds to 
the projective A-module kIPI EEl k2 PZ EEl ... EEl ksPs . 
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Lemma 3.5.5. If B is the basic algebra of an algebra A and QI, Q2 are 
projective B-modules corresponding to the projective A-modules PI, P2 , then 
HomB(QI,Q2) ~ HomA(PI ,P2). 

Proof. In view of the matrix form of the endomorphisms introduced in 
Sect. 1.7, the proof can be reduced to verifying that HomB(Qj,Qi) ~ 
HomA(Pj , Pi) for principal B-modules Qi corresponding to the principal 
A-modules Pi. Since both HomB(Qj,Qi) and HomA(Pj,Pi ) can be identi­
fied with eiBej , the proof of the lemma follows. 0 

Theorem 3.5.6. The following conditions are equivalent: 

1) the basic algebras of the algebras Al and A2 are isomorphic; 
2) A2 ~ EA, (P), where P is a projective Al -module having among its direct 

summands all principal Al -modules; 
3) A2 ~ EAl(Pt) and Al ~ E A2 (P2 ), where Pi are projective Ai-modules 

(i = 1,2). 

Proof. 1) * 2). Let B be a common basic algebra of the algebras Al and A2 , 
Q be a projective B-module corresponding to the regular A2-module and P 
be a projective AI-module corresponding to Q. Then Q contains all principal 
B-modules as direct summands. This means that P contains all principal 
AI-modules and by Lemma 3.5.5, A2 ~ EA 2 (A2) ~ EB(Q) ~ EA,(P). 

Observe that, in view of the fact that condition 1) is symmetric, we have 
at the same time proved the implication 1) * 3). 

2) *1). Let P = kIPI EB kZP2 EB ... EB k.P., where PI,P2, ... ,p. are 
all pairwise non-isomorphic AI-modules and A2 = EA, (P). It follows from 
Theorem 3.5.2 that Az/radAz ~ Mk, (Dt) x M k2 (D2) x ... x Mk,(D.) , where 
Di = B;/radBi and Bi = EA, (Pi). Therefore, there are s simple Armodules 
and s principal A2-modules P{, P~, ... , P~ (Corollary 3.2.9), and moreover, as 
one can easily see using Lemma 3.5.5, HomA2(Pj, PI) ~ HomA, (Pj ' Pi). Thus 
EA2(P{ EB P~ EB ... EB P~) ~ EAtCPI EB Pz EB ... EB Ps ), as required. 

3) * 2). If A2 ~ EAJPt), where PI = kIQI EB k2Qz EB ... EB k.Q. with 
pairwise non-isomorphic principal Armodules Qi, then, by Theorem 3.5.2, 
A2 has s simple, and thus s principal modules. Similarly, if Al ~ E A2 (P2), 
where P2 = mI Q~ EB mzQ~ EB ... EB mtQ~ with pairwise non-isomorphic prin­
cipal Az-modules Qj, the Al has t principal modules. From here we conclude 
that s :::; t and t :::; s, i. e. t = s and that QI, Q2, ... , Q. are all principal 
Al -modules. 0 

The algebras satisfying the conditions of Theorem 3.5.6 are called iso­
typic. Evidently, for semisimple algebras this concept coincides with the one 
introduced in Sect. 2.6. 

Corollary 3.5.7. Every algebra A is isomorphic to the endomorphism algebra 
of a projective module P over a basic algebra B. The algebra B is determined 
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(up to an isomorphism) uniquely and is isomorphic to the basic algebra of the 
algebra A. 

Let us remark that the module P is, in general, not uniquely determined 
(see Exercise 16 of this chapter). 

3.6 Diagram of an Algebra 

The preceding results allow us to outline a certain method of investigation of 
non-semisimple algebras. Taking into account Corollary 3.5.7, we can restrict 
ourselves to basic algebras. 

Let PI, P2, ... ,Pa be pairwise non-isomorphic principal modules over an 
algebra A (by Corollary 3.2.9, their number equals the number of simple com­
ponents of the algebra A = AIR where R = radA). Write Ri = PiR and 

s 
Vi = R;/ RiR. Here Vi is a semisimple module, and thus Vi ~ .61 tijUj, where 

J=l 

Uj = PjlRj are simple modules (in view of Theorem 3.3.7, this is equivalent 
s 

to the isomorphism P(Rd ~ .61 tijPj). Now, to each module Pi assign a point 
J=l 

of the plane which will be denoted by i, and join the point i with the point j 
by tij arrows. The set of points and arrows which will be obtained in this way 
will be called a diagram of the algebra A and will be denoted by D(A).7 

Observe that isotypic algebras have the same diagrams. Besides, smce 
Vi = PiRI PiR2, the diagrams of the algebras A and AI R2 coincide. 

Examples. 1. If the algebra A is semisimple, then Ri = 0 and D(A) is a set of 
points without any arrows. 

2. Let A = Tn(K) be the algebra of triangular matrices of degree n. The 
matrix units eii are minimal idempotents and 1 = ell + e22 + ... + enn is 
a decomposition of the identity. Since [eiiA : K] = n - i + 1, the principal 
A-modules Pi = eiiA are pairwise non-isomorphic. By Theorem 3.5.3, we get 
easily that Ri = ei(i+J)K + e;(i+2)K + ... + einK ~ Pi+1 • Therefore, the 
diagram D(A) looks as follows: 

.... - ........ - ..... -. .... .. 
1 2 3 n-l n 

3. The Jordan-algebra In(K) is local and its radical is cyclic. Therefore 
the only principal module is the regular one and it is the projective cover of 
its radical. Consequently, the diagram of the algebra In(I<) has the form 

7 Compare this concept to that of a [(-species SeA) of an algebra A and its valued 
graph as presently used in literature and the Appendix. For split algebras, one 
usually speaks about a "quiver" of an algebra in the sense of P. Gabriel. See also 
Sect. 8.5. (Translator's note) 
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In general, by a diagram V we shall understand an arbitrary finite set of 
points together with arrows between them. Usually, the points will be denoted 
by the numbers 1,2, ... ,s. Then, the diagram is given by its incidence matrix 

where tij is the number of arrows from the point i to the point j. If an arrow 
CT of the diagram V joins the point i with the point j, then i is called the tail 
( origin) and j the head (top) of the arrow CT. This fact will be recorded as 
follows: CT : i ~ j. 

Two diagrams VI and V2 are called isomorphic if there is a bijective 
correspondence between their points and arrows such that the tails and the 
heads of the corresponding arrows map one to the other. It is not difficult to 
see that VI ~ V 2 if and only if the incidence matrix [VI] can be transformed 
into the incidence matrix [V2 ] by simultaneous permutations of the rows and 
columns. In particular, the diagram of an algebra is determined uniquely up 
to an isomorphism. 

A path of a diagram V is an ordered sequence of arrows {CTl' CT2, ... ,CTk} 
such that the head of the arrow CT/ coincides with the tail of the arrow CT£+1 
(£ = 1,2, ... , k - 1). The number of the arrows k is called the length of the 
path. The tail of the arrow CTI is called the tail of the path and the head of the 
arrow CTk the head of the path. We shall say that the path connects the point 
i with the point j and write CTI CT2 ... CTk : i ~ j. 

We shall assume that the algebra A is basic. Then A ~ Dl X D2 x ... x D s , 

where Di = EA(Ui) and Ui can be considered as the regular Di-module. Let 
1 = el + e2 + ... + es be the decomposition of the identity of the algebra A 
such that eiA ~ Di and 1 = el + e2 + ... + es the corresponding decomposition 
of the identity of the algebra A (see Corollary 3.3.9). In this case, Pi = eiA, 
Ri = eiR and Vi = ei V, where V = R/ R2. Write Vij = ei Vej . Now, Vij is a 
right Dj-module and as such Vij ~ iijUj. Thus, tLDj(Vij) = tij. Let us choose 
in Vij a generating set of tij elements and index them by the arrows of the 
diagram V(A) which point from i to j (their number is also tij). Let v" be 
the generator corresponding to the arrow CT : i ~ j and r" its preimage in 
Rij = eiRej . The set of all elements {v,,} (over all arrows of the diagram V) 
is a generating set of the module V. By Nakayama's lemma (Corollary 3.1.5), 
{r,,} is a generating set of R (as a right module). Note that if CT: i ~ j, then 
eir" = r"ej = r" and 1',,1'r = 0 if the head of the arrow CT does not coincide 
with the tail of To 

Lemma 3.6.1. If the1'e is no path in the diagram V(A) which connects 
the point i with the point j (i i= j), then HomA(Pj,Pi) = O. If the al­
gebra A is basic, then every element r E Rij can be represented in the 
form r = L r",1' "2 ••. 1'''k a", "2 ... "k , where the summation runs over all paths 
CTICT2 ... CTk : i ~ j and a"'''2'''''k E Ajj with Ajj = ejAej. 
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Proof. By Lemma 3.5.5, the algebra A can be assumed to be basic and there­
fore, by Theorem 3.5.3, HomA(Pj, Pi) ~ eiAej = Rij (for i =1= j). Therefore, 
it suffices to prove only the second assertion. The considerations introduced 
above show that if l' E Rij, then l' == L: rtTa tT (modR2), where atT E Ajj and 
the summation runs over all arrows (J" : i ~ j. Then the element 1" : l' - L: rtTa tT 
belongs to eiR2ej. However, R = L: Rij and therefore ei R2ej = L: RikRkj, 

ij k 
i.e. 1" = L:XkYk, where Xk ERik, Yk E Rkj. Again, Xk == L:rrar (modR2), 

k r 

where T : i ~ k, ar E Au and arYk == L:rparp (modR2 ), where p: k ~ j, 
p 

arp E Ajj . Therefore, 1" == L: rrrparp (modR3), where TP: i ~ j. Continuing 
this process and taking into account that the radical is nilpotent, we obtain 
the required expression for r. 

Let us remark here that HomA(Pj, Pi) = 0 is possible even if there is a 
path from i to j (see Exercise 12). 0 

A diagram D is called connected if it cannot be divided into two non-empty 
disjoint subsets which are not connected by any arrows. 

Theorem 3.6.2. An algebra A is a non-trivial direct product if an only if the 
diagram D(A) is disconnected. 

Proof. Let the diagram D = D( A) be disconnected: D = DI U D2 , DI n D2 = 
0, DI =1= 0, D2 =1= 0 and there are no arrows between the points of DI and 
D2. Thus, by Lemma 3.6.1, if i E DI , j E D2, then HomA(Pi , Pj) = 0 and 
HomA(Pj,Pi) = O. By Corollary 1.7.9, the algebra A is d~composable. Con­
versely, if A decomposes, A = Al X A2 , then, for any principal AI-module Pi 
and any principal A2-module Pj, HomA(Pi,Pj) = 0 and HomA(Pj,Pi) = 0; 
it follows that the points i and j are not connected and the diagram D( A) is 
disconnected. 0 

Corollary 3.6.3. Algebras A and AI R2 are either both decomposable or both 
indecomposable. 

In addition to the diagram D(A), an algebra A has a number of important 
invariants. First of all, such are the division algebras Di = EA(Ui) and the 
multiplicities ni of the Pi in the decomposition of the regular module. For a 
basic algebra, all ni = 1, but the division algebras can be arbitrary. If the 
field K is algebraically closed then the situation simplifies significantly: All 
Di coincide with the ground field K. 

An algebra A over the field K is called split if AI R ~ Mn1 (K) x Mn2 (K) x 
... x M n , (K). All algebras over algebraically closed fields are split. 

For split algebras, Lemma 3.6.1 can be strengthened. 

Lemma 3.6.4. Let A be a basic split algebra. Then every element l' E Rij can 
be rep res ented in the form l' = L: r <71 1'<72 ... r <7k C<71 <72 ••• <7k , where C<71 <72 ••• tTk E K 
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and the summation runs through all paths O"} 0"2 ••• O"k : i -t j (here, possibly, 
i =j). 

Proof. The proof of Lemma 3.6.1 can be repeated word by word. Observe that 
in this case Ajj j Rjj = K, i. e. every element of the algebra Ajj is of the form 
C + x, where C E K, x E Rjj. 0 

A cycle of the diagram D is a path whose tail coincides with its head. 

Corollary 3.6.5. If there is no cycle in the diagram of a basic split algebra 
A, then EA(P) = K for each principal A-module P. 

Lemma 3.6.4 enables us to construct for every diagram 1J a K -algebra 
K(1J), in general infinite dimensional, such that every basic split algebra with 
the given diagram D is its quotient algebra. 

A basis of the space K(D) is formed by all possible paths of the di­
agram and by the symbols {cd (indexed by the points of D). In this 

8 

way, every element of K(D) can be uniquely written in the form L: Cic; + 
;=} 

L: CO"l0"2 ... O"k O"} 0"2 ••• O"k (the second sum runs over all paths of the diagram D), 
where Ci E K, CO"l0"2 ••• O"k E K. It will be convenient to interpret the symbol C; 

as the path of length 0 with its head and tail at the point i. 
Define the product of the paths a and /3 as the path 0/3 if the head of a 

coincides with the tail of /3, and as 0 otherwise. In other words, 

if the head of O"k coin­
cides with the tail of 7}, 

otherwise; 
if i is the tail of O"}, 

otherwise; 

if i is the head of O"k, 

otherwise; 

if i = j, 
if i '" j. 

Extend this definition to the whole space K(D) "by linearity" putting 
(L: c",a) (L: c'p/3) = L: c",c'p( 0/3), where 0, /3 are paths of the diagram D and 

'" p "',p 
C"" c'p elements of the field K. A trivial verification shows that in this way 
K(D) becomes an algebra over the field K with the identity 1 = C} + C2 + 
... +cs· 

Denote by J the set of those elements of the algebra K(D) whose coeffi­
cients of ci are equal to 0 for all i. Evidently, J is an ideal of K(D). An ideal 
I C K(D) is called admissible if J2 :> I :> In for some n ? 2. 

Theorem 3.6.6. For any admissible ideal I C K(D), the quotient algebra 
K(1J)j I is a split basic algebra with the diagram D. Conversely, every split 
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basic algebra with a diagram D is isomorphic to a quotient algebra of the 
algebra K(D) by an admissible ideal I. 

Proof. Let An = K(D)I In+I (n ~ 1). The classes Q = ll' + In+I, where 
ll' is an arbitrary path of the diagram D of length smaller or equal than n, 
form a basis of the algebra An. The ideal J = J I In+I of .4.n is nilpotent 
and Ani J :::: K(D)I J :::: Ie (a basis of this algebra is formed by the classes 
ti = ei + J; moreover eiej = Oije;). By Proposition 3.1.13, J = radAn. In 
this way, An is a basic split algebra and AnlJ2 :::: AI, i.e. D(An) = D(Ad. 
In the algebra AI, tdtj is a vector space over K with a basis {a}, where (7 

are the arrows from i to j. Therefore, if [D] = (tij) is the incidence matrix of 
the diagram D, then tdtj :::: tijUj, where Uj = tjAI/tjJ and D(Ad = D. 
From here we get the first statement of the theorem (taking into account 
Corollary 3.1.14). 

Now, let A be an arbitrary basic split algebra with the diagram D, 1 = el + 
e2 + ... + es be a decomposition of the identity into minimal idempotents and 
{r u} a generating set of the radical constructed earlier (before Lemma 3.6.1). 

For every path ll' = (71(72 ••• (7k of the diagram D, we write ra = 
rU ,rU2 ••• rUk ' re; = ei and put I(Lcall') = LCaTa. The relations between 

a a 
Tu and ei imply that I is a homomorphism of the algebra K(D) into the 
algebra A, and that, in view of Lemma 3.6.4, it is an epimorphism. There­
fore, A :::: K(D)I I with I = Ker I. One can see easily that I( J) = R, 
where R = rad A. Since Rn = 0 for some n, In c I. Finally, the elements 
Vu = Tu + R2 are linearly independent in RI R2 and therefore the homomor­
phism Al ---+ AI R2 is an isomorphism; hence I C J2. The proof of the theorem 
is completed. 0 

The algebra K(D) is called the path algebra or the universal algebra of the 
diagram D. 

Of course, a similar construction can be performed for the left diagrams. 
However, it turns out that the following proposition holds. 

Proposition 3.6.7. If A is a split algebra, then the (left) diagram D'(A) can 
be obtained from the diagram D(A) by reversing all arrows, OT by transposition 
of the incidence matrix. 

Proof. The algebra A can be assumed to be basic. Then, as we have already 
seen, [D(A)] = (tij), where iij is the dimension of the space eiVej (here, 
V = RI R2 and 1 = el + e2 + ... + es is a decomposition of the identity into 
minimal idempotents). Similarly, [D'(A)] = (t~j)' where t~j is the dimension 
of ej Vei, i. e. t~j = t ji , as required. 0 
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3.7 Hereditary Algebras 

The construction of the universal algebra allows us to give a description of an 
interesting class of algebras, viz. of hereditary algebras. 

An algebra A is called hereditary if every right ideal of A is projective.s 

Theorem. 3.7.1. The following conditions for an algebra A are equivalent: 

1) A is hereditary; 
2) every submodule of a principal A-mod1de is projective; 
3) every submodule of a projective A-module is projective; 
4) rad A is projective (as a right mod1de). 

Proof. 1) ::::} 2) and 3) ::::} 1) trivially. 
2) ::::} 4). If A = PI EB P2 EB •.. EB Pn , where Pi are principal modules, then 

rad A = R = RI EB R2 EB .•• EB Rn , where Ri = rad Pi . Thus, since all Ri are 
projective, R is projective as well. 

4) ::::} 3). Let M be a sub module of a projective A-module P. The fact 
that M is projective will be proved by induction on R(P) = R. For R = 1, the 
assertion is trivial and thus, we assume that the assertion holds for modules 
P' with R(P') < €. 

The module P has a principal direct summand PI , i. e. P = PI EB P2 

(possibly with Pz = 0). Denote by 7l' the projection of P onto Pl. If 7l'(M) = PI, 
then, by Theorem 3.3.5, M ~ PI EB N, where N = M n Pz is a submodule of 
P2 • Since R(P2 ) < e, N (and thus also M) is projective. 

If 7l'(M) =I- PI ,then Me RI EBP2 , where Rl = P1R is a direct summand of 
the radical and thus a projective module. Again, €(Rl EBP2 ) < R, and therefore 
M is projective. The theorem is proved. 0 

Lemma 3.7.2. If an algebra A is hereditary, then every non-zero homomor­
phism f : Pi -t Pj between principal A-modules is a monomorphism. 

Proof. This follows from the fact that 1m f is a projective module and, by 
Theorem 3.3.5, Pi ~ 1m fEB Ker f. Thus, if 1m f =I- 0, necessarily Ker f = o. 

o 

Corollary 3.7.3. If an algebra A is hereditary, then the diagram 'DCA) has 
no cycles. 

Proof. If there is an arrow 0' in 'DCA) with the tail at i and the head at j, 
then there is a non-zero homomorphism fu : Pj -t Pi and Imfu C radPj. Let 
A be a hereditary algebra and 0'10'2 .. . O'k a path with both tail and head at 
the point i. Then f = ferl f er2 ... fUk is a monomorphism Pj -t Pi because all 

8 In a similar manner, one can define left hereditary algebras. However, in Chapter 8, 
we shall see that, for finite dimensional algebras, these two concepts coincide. 
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!"'" !"'2"'" !"'k are monomorphisms, and 1m! C rad Pi. But by a dimension 
argument, this is impossible. 0 

Now we are going to present a description of the hereditary basic split 
algebras. 

Theorem 3.7.4. If 1J is a diagram without cycles, then K(1J) is a hereditary 
algebra. Conversely, a hereditary basic split algebra A is isomorphic to the al­
gebra K(1J), where 1J = 1J(A). In this way, there is a bijective correspondence 
between diagrams 'witho1li cycles and basic split hereditary algebras. 

Proof. It is clear that, in a diagram without cycles, the lengths of paths are 
bounded and therefore A = K(1J) is a finite dimensional algebra. Write Pi = 
ciA. The elements of Pi are linear combinations L CaO, where 0 are the 

0' 

paths with tails at i (including ci). Then radPi = PiJ consists of all linear 
combinations L CoO, where 0 are the paths of non-zero lengths with tails 

0' 

at i. Therefore Pi J = EEl (T .4., where (T runs through all arrows with tails at 
'" the point i. Now, if (T : i -t j, then assigning to every linear combination 

LCfJ(3, where (3 is a path with tail at j (including Cj), the element LCfJ(T(3, 
fJ fJ 

we obtain, as one can easily see, an isomorphism Pj ~ (T A. Consequently, Pi J 
s 

are projective modules, and therefore J = EEl P;l is a projective module and 
i=l 

the algebra A is hereditary by Theorem 3.7.l. 
It remains to verify that if I C P and A = AI I is a hereditary alge­

bra, then I = O. Write R = JII, Fi = PdP;!. Then R = radA and Fi 
are the principal A-modules. Besides, AI R ~ AI J and RI R2 ~ J I J 2 • We 
shall show by induction on k that also Rk I Rk+1 ~ Jk I Jk+1. Thus, assume 

that R k- 1 I Rk ~ J k- 1 I Jk and let F = P(Rk- 1 IRk) = 4 miFi. Then F = 
i=l 

P(Rk-l) by Theorem 3.3.7, and since Rk- 1 is projective, F ~ Rk-l. There­
fore Rk ~ F Rand Rk I Rk+l ~ F RI F R2 and since FiRI FiR2 ~ P;l I PiP, 
we get that Rk I Rk+l ~ Jk I Jk+l. Now it is clear that, in view of the latter 
isomorphism, Ie Jk for all k, and therefore I = 0, as required. 0 
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Exercises to Chapter 3 

1. Find the radical of the algebra Tn([(). 

2. Find the radical of the monogenic algebra [([x] I f(x)[([x]. 

3. Prove that every algebra which is not simple contains a maximal ideal whose 
annihilator is non-zero. 

4. Prove that a minimal right ideal is either a principal module or is contained in 
the radical of the algebra. 

5. Let M be an A-module, R = rad A, A = AI R, A = n1 U1 E9 n 2 U2 E9 ... E9 n.U. a 
decomposition of A into a direct sum of principal modules and M = M I M R :::: 
hU1 E9 t2U2 E9 ... E9 t.U •. Prove that J.lA(M) = J.lA(M). Show that J.lA(M) = 
mfx { [ti": 1] + 1 } where [tin] is the integral part of the number tin. 

6. Denote by I(M) the set of all endomorphisms of M whose image is in rad M. 
a) Verify that I(M) is a nilpotent ideal of EA(M). 
b) Prove that, for a projective module P, I(P) = radEA(P). 
c) Construct a module M which satisfies I(M) ::f:. rad EA(M). 

7. Prove that an algebra is basic if and only if its nilpotent elements form an ideal. 

8. Let 1 = e1 + e2 + ... + en be a decomposition of the identity of an algebra A in 
which all the idempotents are minimal. 
a) Prove that the [(-dimension of a faithful representation of the algebra A is 

at least n. If A has a faithful representation of [(-dimension n then A is 
called a minimal algebra of degree n. 

b) Let A be a minimal algebra. Let us write i ..... j if eiAej ::f:. o. Prove that ..... 
is a quasi-order relation on the set S = {I, 2, ... ,n}, i. e. i ..... i and i ..... j, 
j ..... k implies i ..... k. 

c) Prove that a minimal algebra is always a split algebra, and that it is basic 
if and only if ..... is an order relation, i. e. i ..... j, j ..... i implies i = j. 

9. Assume that there is a quasi-order relation ..... defined on the set S = {I, 2, ... , n}. 
Construct a minimal algebra A of degree n so that i ..... j if and only if eiAej ::f:. o. 
(Hint: Consider the subalgebra of Mn( [() with the basis consisting of the matrix 
units eij with i ..... j.) 

10. Prove that two minimal algebras of degree n defining on S the same quasi-order 
relation are isomorphic. 

11. Find the radical, the diagram and the basic algebra of a minimal algebra. Prove 
that an algebra is minimal if and only if its basic algebra is minimal. 

12. Let (radA)2 = 0 and P1,P2, ... ,P. be the principal A-modules. Prove that 
Hom A (Pj , Pi) ::f:. 0 for i ::f:. j if and only if there is an arrow from i to j in the 
diagram 'D(A). 

13. Prove that a split basic algebra A with (radA)2 = 0 is (up to an isomorphism) 
uniquely determined by its diagram. 

14. Let A be an algebra over the reals JR consisting of 2 x 2 complex matrices of the 
form 

where a E JR, b,c E (!. Find 'D(A) and 'D'(A). 
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15. Describe the three-dimensional algebras over an algebraically closed field. 

16. Let <p be an endomorphism of an algebra A, T: A ...... Mn(K) a representation 
of this algebra and M the corresponding module. Denote by M <p the module 
corresponding to the representation T<p: A ...... Mn(K). 
a) Give an intrinsic description of the module M <p and verify that M( <p'lj;) ~ 

(M<p)'lj; and (M EEl N)<p ~ M<pEEl N<p. 
b) If <p is an automorphism, prove that P<p is projective if and only if the 

module P is projective. (Hint: Verify that A<p ~ A.) 
c) Show that if A is a basic algebra and P and Q are projective A-modules, 

then EA(P) ~ EA(Q) if and only if Q ~ P<p for a suitable automorphism <p 
of the algebra A. (Hint: Make use of matrix notation for endomorphisms.) 

d) Give an example of a projective module P over a basic algebra A and an 
automorphism <p of the algebra A such that P :f. P<p. 

17. A diagram with multiplicities is a diagram V in which a natural number ni is 
assigned to every vertex i. Write A = K(V), Pi = ciA, P = nlPI EEl n2 P2 EEl 
... EEl n.P., ii = EA(P). For the algebra ii, prove an analogue of Theorem 3.6.6, 
considering arbitrary split algebras and diagrams with multiplicities. 

18. Prove that for diagrams without cycles, the algebra of Exercise 17 is hereditary 
and that every split hereditary (finite dimensional) algebra has such a form. 

19. The socle soc M of a module M is the sum of all its minimal submodules. 
a) Show that soc M = M if and only if M is semisimple. 
b) Prove that f(socM) C socN for every homomorphism f : M ...... N, and 

that f is a monomorphism if and only if the induced map soc M ...... soc N 
is a monomorphism. 

c) Prove that the socles of the right and left regular A-modules are ideals of 
A. They are called the 1-ight and left socles of the algebra A and are denoted 
by r.soc A and l.soc A, respectively. 

d) Verify that r.socA = {a E A I aR = O} and l.socA = {a E A I Ra = OJ, 
where R = rad A. 

e) Compute the right and left socle of the algebra A = Tn(K) and show that 
r.soc A =I- l.soc A. 

20. Let PI, P2 , ••• , p. be pairwise non-isomorphic principal A-modules. Denote by 
Cij the multiplicity of the simple module Uj = Pj/rad Pj in a composition series 
of Pi. The integers Cij are called Gartan numbers and the matrix c( A) = (Cij) 
the Gartan matrix of the algebra A. 
a) Prove that c(A) = c(B) where B is the basic algebra of the algebra A. 
b) If (rad A)2 = 0, verify that c( A) = E + [V], where E is the identity matrix 

and [V] the incidence matrix of the diagram V = V( A). 
c) Write An = K(V)/ r+l. Prove that c(An) = E + [V] + [V]2 + ... + [Vr. 
d) Prove that, for a hereditary algebra A, the matrix [V], where V = V(A), 

co 

is always nilpotent, c(A) = 2: [V]m, the Cartan number Cij is equal to 
m=O 

the number of paths of the diagram V starting at i and ending at j (for 
i =I- j) and Cjj = 1. (Hint: In this case Cij = 2: iikCkj for i =I- j, i. e. 

k 
c(A) = [V]c(A) + E, where [V] = (iij).) 



4. Central Simple Algebras 

The Wedderburn-Artin theorem reduces the study of semisimple algebras to 
the description of division algebras over a field K. If D is a finite dimensional 
division algebra over K and C its center, then C is a field (an extension of 
the field K) and D can be considered as an algebra over the field C. In this 
way, the investigation is divided into two steps: the study of the extensions of 
the field K and the study of central division algebras, i. e. of division algebras 
whose center coincides with the ground field. It turns out that these are two 
separate problems. However, one can conveniently apply common methods 
of investigation based on the concept of a bimodule and tensor product of 
algebras. 

The present chapter is devoted to a description of these methods and to 
their application to the study of central division algebras. Here, the fundamen­
tal role is played obviously by Theorem 4.3.1, from which the main theorems 
on division algebras (the Skolem-N oether theorem and the centralizer theo­
rem) follow relatively easily. 

4.1 Bimodules 

Let A and B be two algebras over a field K. A vector space M endowed with 
a left A-module and a right B-module structure which are connected by the 
associative law is called an A-B-bimodule; thus 

(am)b = a(mb) 

for all a E A, b E B, mE M. If A = B, then M is called simply an A-bimodule. 
For bimodules, one can introduce all concepts which were introduced for 

modules in Chapter 1: the concept of a homomorphism, isomorphism, subbi­
module, factor bimodule, direct sum, etc. Moreover, it is easy to see that the 
main results of Chapter 1 such as the homomorphism theorem, the parallelo­
gram law and the Jordan-Holder theorem can be translated word by word to 
bimodules. In fact, in the next section, we shall see that the study of A-B­
bimodules is in fact equivalent to the study of modules over a new algebra, 
namely over the tensor product of the algebras A and BO. 

Let us consider some examples which will play an important role in what 
follows and which will illustrate the importance of the concept of a bimodule 
for the structure theory of algebras. 



70 4. Central Simple Algebras 

Examples. 1. Obviously, every algebra A can be considered as a bimodule over 
itself. This bimodule is called regular. Subbimodules of a regular bimodule 
are the subspaces I C A which are closed with respect to multiplication by 
arbitrary elements a E A both from the left and the right, i. e. the ideals of the 
algebra A. From this point of view, simple algebras are those whose regular 
bimodule is simple. 

Let us clarify the form of the endomorphisms of a regular bimodule. If 
f : A --+ A is such an endomorphism, then f is, in particular, an endomorphism 
ofthe regular module and thus, by Theorem 1.7.1, it has the form f(x) = ax, 
where a is a fixed element of A. However, f is also an endomorphism of the left 
regular module and this means that f(bx) = bf(x) for any bE Aj consequently, 
abx = bax for all b, x E A and therefore a E C(A). Conversely, if a belongs 
to the center, then the same relations show that the multiplication by a is an 
endomorphism of the regular bimodule. Hence, we have proved the following 
proposition. 

Proposition 4.1.1. The sub modules of a regular bimodule are the ideals of 
the algebra. The endomorphism algebra of a regular bimodule is isomorphic to 
the center of the algebra. 

2. Let f : B --+ A be an algebra homomorphism. We shall attach to it a 
B-A-bimodule which will be denoted by fA. To construct it, we consider the 
regular A-module and define the left B-module structure by ba = f(b)a. It is 
clear that the associative law is satisfied and thus A becomes a B-A-module 
fA. The previous example can be obtained if B = A and f is the identity 
endomorphism. 

3. Consider D-bimodules, where D is a finite dimensional division algebra 
over K. If M is such a bimodule, then it is, in particular, a vector space 
over the division algebra D. The map m 1-+ md with a fixed d E D is an 
endomorphism of the vector space M, and if we fix an isomorphism M ~ nD, 
where n = [M : Dj, there is a matrix T(d) E Mn(D) corresponding to it. One 
can verify easily that T(d + d') = T(d) + T(d')j T(ad) = aT(d) for a E Kj 
T(dd') = T(d)T(d') and T(l) = 1. The correspondence d 1-+ T(d) is called a 
self-representation of the division algebra D of dimension n. 

In particular, the case 11 = 1 is of interest. Then T( d) E D and T : D --+ D 
is an automorphism of the division algebra D. 

Conversely, for any self-representation of dimension 11, one can define a 
D-bimodule by considering the vector space nD and putting xd = xT(d), 
x EnD. In particular, to every automorphism, there corresponds a D-bimodule 
M such that [M: Dj = 1. 
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4.2 Tensor Products 

In Chapter 1, we have attached to the concept of a module one of a repre­
sentation, i. e. of a linear map compatible with multiplication. We shall try to 
establish a similar construction for bimodules. 

Let M be an A-B-bimodule. To any pair a, b of elements a E A, b E B, we 
attach the endomorphism of the vector space M which sends minto ambo In 
this way, we obtain a map A x B -+ E(M) which is easily seen to be bilinear 
(i. e. linear in b for a fixed a and vice versa). Thus, leaving multiplication aside 
for a moment, we face the problem of classifying bilinear maps U x V -+ W, 
where U, V and W are vector spaces over a field J{. 

We choose bases {UI,U2, ... ,Un} and {VI,V2, ... ,Vn } in the spaces U 
and V. Then a bilinear map F : U x V -+ W is uniquely determined by the 
values F( Uj, Vj) = Wij; here, Wij can be arbitrary. This leads to the following 
definition. 

The tensor product of a space U with a basis {UI' U2, ... ,un} and a space 
V with a basis {VI, V2, . .. ,Vm } is a vector space U 0 V with the basis {ui0vj}, 
i = 1,2, ... ,n, j = 1,2, ... ,m and a fixed bilinear map 0 : U x V -+ U 0 V 
defined by 0( Ui, Vj) = Uj 0 Vj. The image of the pair (u, v) under the map 0 
is denoted by U 0 v. 

The above considerations establish a universal property of the tensor prod­
uct. 

Theorem 4.2.1. For every bilinear map F: U x V -+ lV, there is a unique 
linear map F: U 0 V -+ W such that F = F0 (i. e. F(u, v) = p(u 0 v)). 

Corollary 4.2.2. If ¢ : U x V -+ Wo is a bilinear map such that for every 
bilinear map F : U x V -+ W there is a unique map P : Wo -+ W such that 
F¢ = F, then there is a unique isomorphism <p : Wo ~ U 0 V such that 
u 0v = <p¢(U,v) for all elements U E U, v E V. 

Proof. From the conditions of the theorem, there exists a unique homomor­
phism <p : Wo -+ U 0 V for which U 0 v = <p¢( U, v). On the other hand, it 
follows from Theorem 4.2.1 that there is a homomorphism J : U 0 V -+ Wo 
satisfying J(u 0v) = ¢(u,v). But then <PJ(u 0v) = <p¢(u,v) = u 0v, and by 
Theorem 4.2.1, <PJ = 1. Similarly, J<P¢(u,v) = J(u 0 v) = ¢(u,v) and thus 
J<P = 1, i. e. J is the inverse of <po 0 

The existence and uniqueness of the isomorphism <p allows us to identify 
every space Wo satisfying the conditions of Corollary 4.2.2 with the tensor 
product U 0 V. In particular, one identifies all the tensor products obtained 
for various choices of bases in U and V. 

Besides, Theorem 4.2.1 helps to establish basic properties of the tensor 
product. 
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Proposition 4.2.3. For any spaces U, V, ltV, there is a unique isomorphism 
f : U ® V ~ V ® U such that f( 1l @ v) = v @ 1l and a unique isomorphism 
g: (U ® V) @ W ~ U @ (V @ W) such that g((1l @v) @w) = 1l ® (v@w). 

Proof. Since (1l, v) ~ v @ u is evidently a bilinear map, there is a unique 
homomorphism f : U @ V ~ V ® U for which feu @ v) = v ® u. Similarly, 
there is a homomorphism f' : V @U ~ U@V for which f' (v@1l) = u@v and, by 
Theorem 4.2.1, it follows immediately that f and f' are inverse isomorphisms. 

Now, let F be a bilinear map (U @ V) x W ~ z. For a fixed w E W, 
it becomes a linear map F w : U @ V ~ Z, i. e. a bilinear map U x V ~ Z 
depending on w linearly. Hence for a fixed u E U, the map V x W ~ Z, 
assigning to a pair (v, w) the vector F w ( u, v), is bilinear and consequently 
defines a linear map V ® W ~ Z depending on u linearly. Therefore, a bi­
linear map U x (V @ W) ~ Z is defined. Passing to the tensor products, we 
associate every linear map (U@V)0 W ~ Z with an (obviously unique) map 
U ® (V ® W) ~ Z. Conversely, for every map U@(V@W) ~ Z, there corre­
sponds a unique map (U@V)@W ~ Z. Setting subsequently Z = (U@V)@W 
and Z = U @ (V ® W), we get, respectively, a required isomorphism g and its 
mverse. 0 

In what follows, we shall identify U @ V with V ® U, and also (U @ V) @ W 
with U @ (V @ W) (and write simply U ® V ® W without brackets). 

Every element of U ® V can be evidently represented uniquely in the form 
n 

2:aij(Ui @ Vj). If we put 2: aijUi = Xj, such an element can be written in 
i,j i=l 

m 

the form 2: x j @ Vj, and it is easy to verify that this expression is unique. 
j=1 

Similarly, every element from U @ V can be written uniquely in the form 
n 
2: Ui ® Yi , Yi E V. 
i=1 

If U' is a subspace of U, then (u', v) ~ u' ® v is a bilinear map U' @ V ~ 
U ® V which defines a homomorphism f : U' ® V ~ U @ V. It is clear 
that if a basis of U is chosen so that {Ul,U2, ... ,ud (k:::; n) is a basis 

k 
of U', then the image of f consists of elements of the form 2: Ui @ Yi , and 

i=1 

thus f is a monomorphism. Consequently, we may consider U' ® V to be a 
subspace of U @ V. Moreover, one can see easily that if U = U' EEl U", then 
U @ V = (U' @ V) EEl (U" @ V). Similar statements hold for subspaces of the 
space V. 

Now, let A and B be algebras over a field J{. Then, for a fixed ao E A 
and bo E B, the map A x B ~ A @ B assigning to a pair (a, b) the element 
aao ® bbo is bilinear and thus defines a linear map F : A @ B ~ A ® B such 
that a @ b f-+ aao ® bbo. On the other hand, F depends bilinearly on (ao, bo ), 
and thus we can, to every element x E A @ B, assign a linear map Fx which 
depends on x linearly and satisfies Fao0bo(a @ b) = aao @ bbo . 



4.3 Central Simple Algebras 73 

Writing Fx(Y) = yx, we define a bilinear multiplication in A 0 B such 
that (a 0 b)(ao 0 bo) = aao 0 bbo for every a,ao E A and b,bo E B. 
Since [(a 0 b)(a' 0 b')](a" 0 b") = (aa' 0 bb')(a" 0 b") = aa'a" 0 bb'b" = 
(a 0 b )[( a' 0 b')( a" 0 b")] and (a 0 b )(101) = (101)( a 0 b) = a 0 b, the space 
A 0 B becomes an algebra over the field K which is called the tensor product 
of the algebras A and B. 

It follows from Proposition 4.2.3 that A 0 B ~ B 0 A and (A 0 B) 0 C ~ 
A 0 (B 0 C) as algebras. 

The tensor products allow us to reduce the study of bimodules to the 
study of modules. 

Let M be an A-B-bimodule. Denote by AO the algebra opposite to A, i. e. 
the algebra consisting of the same elements with multiplication aObo = (ba)O 
(here, aO denotes the element a E A, considered as an element of the algebra 
AO). We introduce a module structure over the algebra B 0 AO on M by 
setting m(b 0 aD) = ambo The fact that the structure is well-defined and that 
all module axioms are satisfied can be verified easily. 

Conversely, every B0Ao-module N can be considered as an A-B-bimodule 
by setting an = n(l 0 aD) and nb = neb (1). In this way, the concepts of an 
A-B-bimodule and of a B 0 AO-module, in fact, coincide. 

In conclusion, we determine the center of the tensor product of algebras. 

Theorem 4.2.4 C(A 0 B) = C(A) 0 C'(B). 

Proof. Let A' be a complement of C(A) in A, i. e. A = A' EB C(A) as a 
vector space. Then A ® B = (A' ® B) EB (C(A) 0 B). We shall show that 
C(A0B) C C(A)0B. Indeed, let c E C(A0B), c = x +y with x E A' 0B 
and y E C(A) ® B. Theil c(a 0 1) = (a 0 l)c, and thus x(a (1) = (a 0 l)x 
because y( a 0 1) = (a 0 l)y is satisfied trivially. 

m 
Choose a basis {b1 , b2 , •.. , bm } of B and write x = :L Xi 0 bi . Since this 

i=1 
form is unique, we deduce that Xia = aXi for all a, and hence Xi E C(A). But 
Xi E A' and thus Xi = 0 and x = O. 

Similarly, choosing a basis in C(A) and decomposing C'(A) 0 B = 
(C(A) 0 C(B)) EB (C(A) 0 B'), where B' is a complement of C(B) in B, 
we can show that C(A 0 B) C C(A) 0 C(B). Since the converse inclusion is 
trivial, the theorem follows. 0 

4.3 Central Simple Algebras 

An algebra A over a field K is called central if C(A) = K. 
Our aim in this chapter is to study central division algebras (finite dimen­

sionalover K). However, as we shall see from what follows, it is convenient to 
consider at the same time all central simple algebras, i. e. all algebras of the 
form Mn(D), where D is a central division algebra. 
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From Proposition 4.1.1, it follows that an algebra is central simple if and 
only if its regular bimodule is simple and its endomorphism algebra coincides 
with K. This yields a characterization of the algebra A 0 AO. 

Define the homomorphism T of the algebra A 0 A ° into the endomorphism 
algebra E(A) of the vector space A by putting T(a 0 bO) to be the linear 
operator mapping x E A into bxa. 

Theorem 4.3.1. An algebra A is a central simple algebra over a field K 
if and only if the homomorphism T : A 0 A ° - E( A) defined above is an 
isomorphism. 

Proof. If A is a central simple algebra, then A can be considered as a simple 
module over the algebra A 0 A ° with the endomorphism algebra K. But then, 
by Theorem 2.6.7, the homomorphism T: A0Ao - E(A) is an epimorphism 
and, since [A 0 AO : Kj = n2 = [E(A) : Kj, where n = [A : Kj, T is an 
isomorphism. 

Conversely, if T is an isomorphism, then identifying A 0 AO with E(A), 
we see that A is a simple A 0 AO-module, i. e. a simple bimodule, and that its 
endomorphism algebra is K. In other words, A is a central simple algebra. 0 

We shall apply Theorem 4.3.1 to investigate the structure of the algebra 
A x B, where A is a central simple and B is an arbitrary K-algebra. 

Theorem 4.3.2. Every ideal of the algebra A0B, where A is a central simple 
algebra, is of the form A 0 I, where I is an ideal of the algebra B. 

Proof. Evidently, if I is an ideal of B, then A01 is an ideal of A0B. Conversely, 
let J be an ideal of the algebra A 0 B. Selecting a basis {ai, a2, ... , an} in A, 

n 
we can express every element of A 0 B uniquely in the form E ai 0 bi , where 

i=1 
bi E B. Consider the linear operator Tk of the space A mapping ak into 
1 and all the other elements of the basis into O. By Theorem 4.3.1, Tk = 

n 
T(Yk), where Yk E A 0 AO and thus Yk = E aj 0 xj with Xj EA. But then 

j=1 

j~1(Xj01)(~ ai 0 bi)(aj0 1) = i~ (j~1 xjaiaj0bi) = i~(aiTk)0bi = 10bk . 
n 

Thus, if E ai 0 bi belongs to the ideal J, then also 10 bk E J for every k. 
i=1 

Let 1= {b E B I 10 bE J}. Clearly, I is an ideal of the algebra B, and as 
n 

we have just seen, every element of J has the form E ai 0 bi, where bi E I, 
i=1 

i. e. J = A 0 I, as required. o 

Corollary 4.3.3. If A is a central simple algebra, then the algebra A 0 B is 
simple if and only if B is simple. 
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Corollary 4.3.4. If A is a central simple algebra, then rad (A0B) = A0rad B 
for any algebra B. 

The proof follows from the fact that the radical is the intersection of 
maximal two-sided ideals. 

Corollary 4.3.5. If A is a central simple algebra, then the algebra A 0 B is 
semisimple if and only if the algebra B is semisimple. 

Theorem 4.3.2, in combination with Theorem 4.2.4 describing the center 
of a tensor product, implies also the following corollary. 

Corollary 4.3.6. If A is a central simple algebra, then A 0 B is a central 
simple algebra if and only if B is a central simple algebra. 

4.4 Fundamental Theorems of the Theory of 
Division Algebras 

Theorem 4.4.1 (Skolem-Noether). If f and g are two homomorphisms of 
a simple algebra B into a central simple algebra A, then there is an invertible 
element a in A such that g(b) = af(b)a- l for all b E B. 

Proof. Consider the B-A-modules fA and gA (see Sect. 4.1, Example 2). These 
are modules over the algebra A 0 BO which is simple by Corollary 4.3.4. Since 
the dimensions of these modules coincide (they are equal to [A: K]), we get, 
by Corollary 2.3.5, fA ~ gAo 

Let cp be an isomorphism of fA onto gAo Then cp is an automorphism of 
the regular A-module and therefore cp(x) = ax, where a is a fixed invertible 
element of A. Moreover, cp is a homomorphism of the left B-modules, i. e. 
cp(bx) = bcp(x). By the definition of fA and gA, <p(f(b)x) = g(b)cp(x). Taking 
x = 1, we obtain af(b) = cp(f(b») = g(b)cp(l) = g(b)a for every b E B, i.e. 
g(b) = af(b)a- l • 0 

The map x 1-+ axa- l is obviously an automorphism of the algebra A. Such 
an automorphism is called inner. If B is a subalgebra of A, then aBa-1 = 
{aba- l I bE B} is also a sub algebra. We say that B and aBa-1 are conjugate 
inA. 

Corollary 4.4.2. Isomorphic simple subalgebras Band B' of a central simple 
algebra A are conjugate. Moreover, every isomorphism g : B ..:::t B' can be 
extended to an inner automorphism of the algebra A, i. e. it is of the form 
g(b) = aba- l for some invertible element a of A. 
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The proof follows from the Skolem-Noether theorem if we consider, to­
gether with g, the embedding f of the algebra B in the algebra A. 

Corollary 4.4.3. Every automorphism of a central simple algebra is inner. 
In particular, every automorphism of the algebra Mn(K) is inner. 

Let us remark that the algebras A and B appear in the proof of the Skolem­
Noether theorem symmetrically: we have used only the simplicity of the tensor 
product A®Bo and for that, it is sufficient that one of these algebras is central 
simple and the other simple. Therefore, we can formulate a "dual" theorem 
whose proof is left to the reader. 

Theorem 4.4.4. If f and g are two homomorphisms of a central simple 
algebra B into a simple algebra A, then there is an invertible element a in A 
such that g(b) = af(b)a-1 for all b E B. 

Corollary 4.4.5. Isomorphic central simple subalgebras Band B' of a simple 
algebra A are conjugate. Moreover, every isomorphism g : B .:+ B' can be 
extended to an inner automorphism of the algebra A, i. e. it is of the form 
g(b) = aba-1 for some invertible element a of A. 

Of course, a counterpart of Corollary 4.4.3 does not hold for non-central 
algebras. The most simple example is the complex conjugation which is a non­
inner automorphism of the field of complex numbers considered as an algebra 
over the field of real numbers. 

The Skolem-Noether theorem is often called the first fundamental theorem 
of the theory of division algebras. The second theorem is related to the concept 
of a centralizer. 

A centralizer of a subset X of an algebra A is the subset of all elements 
a E A such that ax = xa for every x EX. A centralizer of a subset X is a 
subalgebra of A which will be denoted by CA(X). In the particular case when 
X = A, CA(A) = C(A) is the center of the algebra. 

Theorem 4.4.6. Let A be a central simple algebra, B its simple subalgebra 
and B' = CA(B). Then 

1) B' is a simple algebra; 
2) CA(B') = B; 
3) [B: K][B' : K) = [A : K); 
4) if B' ~ Mm(D), then A ® BO ~ Mn(D) where m divides n. 

Proof. Consider the B-A-bimodule fA, where f is the embedding of B into A. 
By Corollary 4.3.4, the algebra A®Bo is simple. Hence, A®Bo ~ Mn(D) and 
fA ~ mU, where U is a simple module over A®Bo. Therefore, EA®Bo(fA) ~ 
Mm(D). 
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Let '-P be an endomorphism of fA. Then, '-P is an endomorphism of the 
regular module, i. e. '-P( x) = ax for some a E A. Besides, '-P( bx) = b'-P( x), which 
implies (for x = 1) that ab = ba for all b E B and thus a E B'. Conversely, if 
a E B ' , then the map x ......, ax is evidently an endomorphism of fA. Therefore 
B' ~ E(A) ~ Mm(D). The statements 1) and 4) (except the statement on 
the di visi bili ty) follow. 

Write d = [D : Kj. Then U ~ nD, thus [U : Kj = nd and [A: Kj = mnd. 
On the other hand, [A : K][B : Kj = [A 0 BO : Kj = n 2 cl and [B' : Kj = m 2d. 

It turns out that [B : Kj = n2dd = !.:.., i. e. m divides n and [A : Kj = 
mn 1n 

[B: K][B' : Kj. Hence, 3) and 4) follow. 
Finally, let B" = GA(B' ). Clearly, B C B". However, the algebra B' 

is simple and therefore assertion 3) holds also for B'. This means that 
[B" : Kj = [A : Kj/[B' : Kj = [B : Kj. Consequently, B" = B, completing the 
proof of the theorem. 0 

4.5 Subfields of Division Algebras. Splitting Fields 

We shall apply the results of the preceding section to an investigation of sub­
fields of central division algebras. We shall be interested in maximal subfields, 
i. e. in subfields which are not contained in any larger subfield. 

Theorem 4.5.1. A subfield L of a division algebra D is maximal if and only 
if L = GD(L). If the division algebra D is central, then [D : Kj = [L : Kj2 
and D 0 L ~ Mn(L), where n = [L: Kj. 

Proof. Clearly, every subfield containing L is contained in GD(L). Therefore, 
if L = GD(L), then L is maximal. On the other hand, if a belongs to GD(L) 
and does not belong to L, then the set of elements of the form f(a), where 
f(x) is a polynomial over the field L, forms a commutative subalgebra in D, 
i. e. a subfield properly larger than L. This proves the first statement. 

Now, let D be a central division algebra and L its maximal subfield. Then 
L = GD(L) and thus, by Theorem 4.4.6, [D : Kj = [L : KF and D 0 L ~ 
Mn(L) (LO ~ L, since L is commutative). Finally, a dimension argument 
yields immediately that n = [L : Kj. 0 

Corollary 4.5.2. The dimension of a central simple algebra zs always the 
square of an integer. 

For a K-algebra A and an extension L of the field K, the algebra A (2) L 
can be considered as an L-algebra by setting ax = x(10 a), where x E A (2) L, 
a E L. We shall denote this L-algebra by AL. We say that AL is obtained 
from A by extension of the field of scalars. Clearly, [AL : Lj = [A : Kj. 
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Theorem 4.5.1 shows that if L is a maximal subfield of a central division 
algebra D, then DL ~ Mn(L). Obviously, Mk(D) IS> L ~ Mnk(L). 

IT A is a central K -algebra, then Theorem 4.2.4 shows that the L-algebra 
AL is also central. In particular, if A is a central simple K-algebra, then AL 
is a central simple L-algebra. 

A field L is called a splitting field for a central simple algebra A if AL ~ 
Mn(L). It follows from Theorem 4.5.1 that a splitting field always exists. 

However, the splitting fields are not unique; after all, every extension of 
a splitting field is also a splitting field. In fact, even minimal splitting fields 
(containing no other splitting field) are not uniquely determined. 

The following theorem establishes a characterization of splitting fields 
which will be useful in the sequel. 

Theorem 4.5.3. A field L is a splitting field for a central division algebra 
D of dimension a? if and only if [L : K] = md and L is isomorphic to a 
subalgebra of the algebra Mm(D). 

Proof. Let DIS> L ~ Md(L). Consider a simple DL-module, i. e. a simple L-D­
bimodule U. Thus U is a right vector space over D and multiplication by an 
element a E L defines an endomorphism of this vector space. Denoting by 
T( a) the matrix of this endomorPhism, we obtain a homomorphism (in fact, 
since L is a field, a monomorphism) T: L -+ Mm(D), where m = [U : D]. 

On the other hand, since DL ~ Md(L), U ~ dL and [U: K] = d[L: K]. 
Taking into account that [U : K] = ma?, we get [L : K] = md. 

Conversely, let L be a subfield of the algebra A = Mm(D) of dimen­
sion md and L' the centralizer of L. Then L' :::> L and, by Theorem 4.4.6, 
[L : K][L' : K] = [A : K] = m2d2. From here, [L' : K] = md = [L : K]; thus 
L = L' and therefore A IS> L ~ Mn(L). We conclude that L is a splitting field 
for A, and thus also for D. 0 

4.6 Brauer Group. The Frobenius Theorem 

In Sect. 4.3, we have observed that the class of central simple algebras is closed 
with respect to the tensor multiplication. The ground field K plays the role 
of identity since A IS> K ~ A for any algebra A. Finally, Theorem 4.3.1 shows 
that the opposite algebra A ° is an inverse of the algebra A in the sense of 
this operation. All this allows us to define a group structure on the set of 
isomorphism classes of the central division algebras in the following way. 

We fix a representative in each isomorphism class of the central division 
algebras. IT Dl and D2 are such representatives, then Dl IS> D2 is a central 
simple algebra, and therefore isomorphic to Mn(D), where D is a central 
division algebra. Put D = Dl D2 . It follows from Sect. 4.2 that Dl D2 = 
D2Dl and D1(D2D3 ) = (D1 D2)D3 • Furthermore DK = KD = D, and by 
Theorem 4.3.1, DDo = DOD = K. In this way, our set of central division 
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algebras forms a commutative group. This group is called the Brauer group of 
the field K and is denoted by Br (K). 

If L is an extension of the field K, then for every central division algebra 
D also the L-algebra DL is central simple and thus isomorphic to Mn(D'), 
where D' is a central division algebra over L. It is easy to verify that assigning 
to D the division algebra D', we obtain a group homomorphism Br (K) -+ 

Br (L). The kernel of this homomorphism consists of those division algebras for 
which L is a splitting field. This subgroup of the Brauer group is denoted by 
Br (L j K). Theorem 5.1 shows that every element of the Brauer group belongs 
to some subgroup of the form Br (Lj K) and thus Br (K) = U Br (Lj K). 

A concrete calculation of the Brauer group is, as a rule, rather complex, 
and the structure of this group is known only for some fields K. We shall limit 
ourselves to the most simple cases: the field of real numbers and the finite 
fields (see Chap. 5). 

Of course, if K is an algebraically closed field, then there are no central 
division algebras (in fact, no division algebras) different from K, and thus the 
Brauer group is trivial. 

Over the field IR of real numbers, there is at least one proper central field, 
viz. the quaternion algebra lH. A remarkable result asserts that this is the 
only central division algebra over the field IR. 

Theorem 4.6.1 (Frobellius). The only finite dimensional division algebras 
over the field IR of real numbers are the field IR itself, the field 0:: of complex 
numbers and the quaternion algebra lH. 

Proof. First, let L be a finite extension of the field IR, a an element of L and 
ma(x) the minimal polynomial ofthe element a over the field IR (see Sect. 1.2). 
Since ma(x) is irreducible, it is either linear (and then a E IR) or quadratic of 
the form x 2 + 2px + q, where p2 < q. In the second case, the element a + p is a 

root of the polynomial x 2 + q - p2. Thus, R is a root of the polynomial 
q _ p2 

x 2 + 1. Therefore the subfield IR[aJ is isomorphic to 0::. Since 0:: is algebraically 
closed, L ~ 0::. 

Thus, the finite extensions of the field IR are either IR itself or 0::. Therefore 
0:: is a splitting field of any central division algebra Dover IR. Let D I- IR, 
tP = [D : IRJ and L a maximal subfield of D. Since L I- IR, necessarily L ~ 0::, 
and by Theorem 4.5.1, d = [0::: IRJ = 2, i.e. [D: IRJ = 4. 

Denote by i an element of the subfield L such that i 2 = -1 (the image 
of the element i E <C in t.he isomorphism 0:: ~ L). The complex conjugation 
determines an automorphism of the field L in which i is mapped to -i. By 
Corollary 4.4.2, there is a non-zero element j in D such that jij-l = -i, i. e. 
.. .. 
J~ = -~J. 

Since j and i do not commute, j (j. L and thus 1, i, j are linearly 
independent. Besides, j 2i = -jij = ij2, i.e. P E GD(L) = L. Thus 
P = 0: + {3i with 0:, {3 E IR. But P must commute with j, and thus 
j(o: + (3i) = o:j + {3ji = (0: - {3i)j = (0: + {3i)j and therefore {3 = o. It follows 
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that p = a E IR. Clearly, a < 0 (otherwise a = "{2 and (j - "{)(j + "{) = 0 
which is impossible). Replacing j by jj..,r-::a, we may assume that p =-1. 

Thus, we have already identified two elements i and j such that i2 = j2 = 
-1 andji = -ij. Write k = ij. Then k2 = ijij = _i2p = -1; ik = i 2 j = -j; 
ki = iji = _i2 j = j. Similarly, j k = -kj = i. In other words, the elements i, 
j, k have the same multiplication table as the canonic basis of the quaternions 
IH. Therefore, there is a homomorphism f : IH -? D which is a monomorphism 
because IH is a division algebra. But [IH : IR] = [D : IR], and therefore f is an 
isomorphism, as required. 0 

Corollary 4.6.2. Br(IR) = Br(<CjIR) is the cyclic group of order two. 

Exercises to Chapter 4 

1. Let D be a finite dimensional division algebra over fl.:. Prove that two D­
bimodules are isomorphic if and only if the corresponding self-representations 
are similar (i. e. differ by an inner automorphism of the algebra M,,( D)). 

2. Let Sand T be finite sets with quasi-order relations -+, A and B the correspond­
ing minimal algebras over a field 1( (see Exercises 8-10 to Chap. 3). Introduce 
a quasi-order on the Cartesian product S X T by (s,t) -+ (s',t') if 8 -+ 8' and 
t -+ t'. Prove that A®B is the minimal algebra corresponding to this quasi-order 
relation on the Cartesian product S X T. 

3. For the IR-algebra 4:!, prove that 4:! ® 4:! ~ 4:! $ 4:!. This example shows that the 
tensor product of simple algebras need not be a simple algebra. 

4. A linear transformation 8 : A -+ A is said to be a derivation on the algebra A 
if, for arbitrary elements a, b E A, 8( ab) = a8( b) + 8( a )b. 
a) Show that the map 8", , where x is a fixed element of A, given by the formula 

8",a = ax - xa is a derivation on the algebra A. This derivation is called 
inner. 

b) If 8 is a derivation on the algebra A, prove that the map T : A -+ M2(A) 
given by the formula 

is an algebra homomorphism. 
c) Prove that every derivation on a central simple algebra is inner. (Hint: Use 

Exercise b) and the Skolem-Noether theorem.) 

5. Let A be a simple algebra, B its central simple subalgebra and B' = CA(B). 
Prove that: 
a) B' is a simple algebra; 
b) [B: 1(][B' : 1(] = [A: 1(]; 
c) if B' ~ Mm(D), then A ® BO ~ M,,(D), where m divides n. 
Give an example in which CA(B') =I B. 
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6. Consider the algebra D over the field <Q of rational numbers with basis {1, i,j, k} 
and multiplication table 

i ] k 

i -1 k -] 

j -k -2 2i 
k ] -2i -2 

(verify that, indeed, it is an algebra). 
a) Prove that D is a central division algebra. 
b) Verify that L1 = <Q[i] and L2 = <Q(j] are non-isomorphic maximal subfields 

of D. 

7. Prove that if D1 and D2 are two central division algebras over J( such that 
[D1 : J(] and [D2 : J(] are relatively prime, then D1 0 D2 is a division algebra. 
(Hint: Assuming that D1 0 D2 ~ Mn( D), calculate D1 0 D2 0 D2 in two different 
ways and deduce that n divides [D2 : J(].) 

8. (Dickson's theorem) Prove that two elements of a central division algebra are 
conjugate if and only if they have the same minimal polynomials. 

9. (Hilbert division algebra) Let L be a field and r.p an automorphism of L. Consider 
co 

the "power series" of the form L aiti, where ai E L, t a symbol (variable) 
i;}>-oo 

and i » -00 indicates, as usual, that there is only a finite number of powers 
co 

with negative exponents. Addition of the series is given simply by L aiti + 
i>-oo 

00 00 

L biti = L (ai + bi)ti and multiplication by the rules ta = r.p(a)t (a E L) 
i>-oo i>-oo 

and a( f: aiti) = . f: (aa;)ti. 
'»-00 .»-co 

a) Verify that the set of the series with the above operations of addition 
and multiplication forms a division algebra L[t, r.p]. This division algebra 
is called the Hilbert division algebra. 

b) Let J( = {a ELI r.p( a) = a} and n be the order of the automorphism r.p, 
i. e. the least natural number for which r.pn is the identity automorphism, 
or 00 if such a natural number does not exist. Prove that the center of the 
Hilbert division algebra is K[tnD if n =I- 00 and K otherwise. 

c) Construct an example of a central infinite dimensional division algebra. 
(Hint: Take for L the field of rational functions J((x).) 



5. Galois Theory 

In this chapter, we shall apply the machinery of bimodules and tensor products 
to the study of extensions of a field J{, i. e. to Galois theory. 

5.1 Elements of Field Theory 

In what follows, we shall need some well-known results on the structure of 
fields and their extensions. 

Let J{ be any field. Recall that the characteristic of the field J{ is the least 
natural number p such that 

pI = I + I + ... + I = 0 (if such a number exists). 
~ 

p times 

If there is no number with the above property, i. e. if ml =I- 0 for all m, then 
J{ is said to have characteristic o. Since any decomposition p = mn obviously 
implies pI = (ml)(nl), the characteristic of a field is a prime number or zero. 

Assume that J{ is a field of characteristic O. Then the map n f-+ nl is a 
ring embedding of 7l. into J{. In fact, considering the ratios nl/ml, we can 
embed the entire field <Q of rational numbers into J{. 

If J{ is of prime characteristic p, then the situation is still simpler: It is 
easy to see that in this case the elements of the form nl, where 0 :S n < p, 
constitute a subfield isomorphic to the field W(p) of the congruence classes of 
the integers modulo p. 

The fields <Q and W(p) contain no proper subfields. Fields with this prop­
erty are called prime. A result of our consideration is the following theorem. 

Theorem 5.1.1. Every field J{ contains a prime field which is isomorphic 
either to <Q if J{ is of characteristic 0, or W(p) if J{ is of characteristic p > O. 

Corollary 5.1.2. If a field J{ is finite then the number of its elements is pn, 
where p is a prime. 

Proof. The characteristic of a finite field must be non-zero and thus J{ contains 
an isomorphic copy of W(p) for some prime p. Hence, J{ is a finite extension 
of W(p), so it is a vector space of finite dimension n = [J{ : W(p)] over W(p). 
It is now clear that J{ contains pn elements. 0 
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We are primarily interested in finite extensions of a fixed field K. The 
following result plays an important role in the construction and investigation 
of such extensions. 

Theorem 5.1.3 (Kronecker). Let p(x) be an irreducible polynomial over a 
field K and (p(x)) be the ideal of K[xl consisting of all polynomials which are 
multiples of p(x): (p(x)) = {p(;I;)g(X) I g(x) E K[x]}. Then K[xl/(p(x)) is 
an extension field of K which contains a root of p(x). Conversely, if L is an 
extension of a field K in which p(x) has a root a, then K[al ~ K[xl/(p(x)). 

Proof. Write I = (p( x)) and consider a class x = x + I in the quotient algebra 
K[xll I. In view of the definition of the operations in a quotient algebra, it 
follows that p(x) = p(x) + I = 0, and thus x is a root of p(x). It remains to 
verify that K[xll I is a field. 

Let 1 = f(x) + I be a non-zero class of K[xlII, i.e. f(x) ~ I. Then the 
polynomials f(x) and p(x) are relatively prime. Therefore 1 = f(x)h(x) + 
p( x )g( x) for some polynomials h( x) and g(:r). Denoting h( x) + I by ft, we get 
Jh = 1 in the quotient algebra [([;I0l/ I. 

Conversely, let L be an extension of a field [( and a E L be a root of p(x). 
Then p( x) is the minimal polynomial of a over K. Defining the homomorphism 
t.p : K[xl -7 L by the formula t.p(f(x)) = f(a), we get, by the homomorphism 
theorem, that [([al ~ K[xll I. 

Let us remark that the extension K[xll I is finite over K. Indeed, if the 
degree of p( x) is n, then it is easy to verify that 1, x, x 2 , ... ,xn - l is a basis of 
K[xll lover K. 0 

The Kronecker theorem has the following important consequence. Let f( x) 
be an arbitrary polynomial over the field K and let p(x) be an irreducible 
factor. Then the polynomial p( x ), and thus also the polynomial f (x), has a 
root al in the field Kl = K[xl/(p(x)); consequently, by the Bezout theorem, 
f( x) = (x - adit (x) for some polynomial it (x) over K l . Continuing this 
process, we can construct a chain of finite extensions K C Kl C K2 C ... 9 

such that f(x) has i roots (counting multiplicities) in IC. It follows that if 
f(x) is of degree n, then it decomposes into linear factors over Kn. 

A field L :::> K is called a splitting field of the polynomial f( x) over K 
if f( x) decomposes into linear factors over L, and does not decompose into 
linear factors over any proper subfield of L containing [(. 

Theorem 5.1.4 For any polynomial f(x) E K[x], there is a splitting field L 
of f( x) over K and any two s'uch splitting fields are [( -isomorphic, i. e. there 
is an isomorphism which coincides with the identity on K. 

Proof. The existence of a splitting field follows from the argument above; we 
can take L as the subfield of Kn generated by K and the roots of f(x). The 

9 Observe that the inclusion in this chain may not be proper. For example, if p(x) 
is a linear polynomial, then already [(1 = ll:. 
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fact that the splitting field is unique will be proved by induction on the degree 
n of the polynomial f(x). The result is trivial for n = 1: here L = K. 

Let f( x) be a polynomial of degree n, Land L' be splitting fields of f( x) 
over K and p( x) an irreducible factor of f( x) (over K). Then p( x) has a root 
a in the field L and a root a' in the field L'. By the Kronecker theorem, the 
fields K[a] and K[a'] are isomorphic. Identifying them, we can assume that 
both Land L' contain a common subfield Kl = K[a]. 

However, then L and L' are extensions of the field K 1 . Moreover, they are 
splitting fields of the polynomial II (x) = f( x) / (x - a) of degree n - lover 
K 1 • By the induction hypothesis, L ~ L', as required. 0 

We shall prove that the splitting field L is a finite extension of the ground 
field K. Since L is a subfield of a field which can be obtained from K by 
constructing a chain of finite extensions, our statement is a particular instance 
of the following result. 

Theorem 5.1.5. If K = Ko C Kl C ... C K n- 1 C Kn is a chain of fields 
in which, for every i, K i+1 is a finite extension of Ki, then Kn is a finite 

n 
extension of K and [Kn : K] = IT [Ki : Ie-d· 

i=1 

Proof. Obviously, it is sufficient to prove the result for n = 2; in general, it 
follows by induction. 

Hence, let KeF c L, with [F : K] = nand [L : F] = m. Choose a basis 
{aI, a2, ... , an} of the field F over K and a basis {bI, b2, ... , bm } of the field 

n 
Lover F. Then every element of F has the form L aiai, where ai E K, and 

i=1 
m 

every element of the field L has the form L {3jbj , where {3j E F. Consequently, 
j=1 

n m 

writing {3j = L aijai, aij E K, we obtain L {3jbj = Laija;bj, aij E K 
i=1 j=1 i,j 

and thus {aibj} is a generating system of the vector space L over the field K. 
On the other hand, if L aijaibj = 0, then, in view of the linear indepen­

i,j 
n 

dence of {bj} over F, we get that L aijai = 0 for all j. This shows that 
i=1 

aij = 0 for all i,j, since {a;} is linearly independent over K. Thus, we have 
constructed a basis {aibj} of the field Lover K consisting of nm elements, 
and the theorem follows. 0 
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5.2 Finite Fields. The Wedderburn Theorem 

We shall apply the previous results to a description of finite fields (and also 
all finite division rings!). First, let us prove a lemma on commutative groups. 

Lemma 5.2.1. If a commutative group G contains elements of order m and 
n, then there is an element of order k in G, where k is the least common 
multiple of m and n. 

Proof. Let x be an element of order m and y an element of order n. First 
consider the case where m and n are relatively prime. Then k = mn and 
(xy)k = xkyk = 1. Conversely, if (xy)l = 1, then xl = y-l and the elements 
xl and yl have the same order. But the order of the element xl is a divisor 
of m and the order of yl is a divisor of n, and thus xl = yl = 1. This implies 
that e is divisible by m and n, and therefore also by k. 

In the general case decompose m and n into prime factors and, for each 
prime number p, choose either in 1n or in n the factor pt, where t is the 
exponent with which p appears in k. In this way we can write m = mom', 
n = non' such that k = mono and mo and no are relatively prime. 

Now, the elements x' = xm' and y' = yn' have orders mo and no, respec­
tively, and therefore the order of the element x'y' is mono = k, as required. 0 

An immediate consequence of this lemma is the following theorem. 

Theorem 5.2.2. A finite subgroup of the multiplicative group of a field is 
cyclic. In particular, the multiplicative gr01Lp of a finite field is always cyclic. 

Proof. Let G be a subgroup of order n of the multiplicative group of a field K. 
It follows from Lemma 5.2.1 that there is an element g in G whose order m 
is such that the order of any other element of G is a divisor of m. Therefore 
am = 1 for every a E G, and thus all the elements of G are roots of the 
equation xm -1 = O. Consequently, n :::; m. Hence n = m and g generates the 
group G. 0 

Theorem 5.2.3. For any prime p and any natural number n there is, up to 
an isomorphism, a unique field of pn elements. 

Proof. Put K = 1F(p) and consider the polynomial f( x) = xpn - x over K. 
Let L be its splitting field and S be the set of the roots of f( x) in L. Since 
f'(x) = -1, f(x) has no multiple roots, and thus S consists of pn elements. 
Now, a E S if and only if apn = a. Applying the Newton binomial formula, 
we see that (a + b )pn = apn + bP n in any field of characteristic p. Since also 

(ab)pn = apn bPn and (a- I )pn = (apn ) -1, it follows that S is a subfield of L 
containing K. Therefore S = Land L consists of pn elements. 

Now, let L' be any field consisting of pn elements and let G be its multi­
plicative group. Then G consists of pn - 1 elements and therefore apn -1 = 1 



86 5. Galois Theory 

for all a E G. Hence apn = a. Since the last equality holds also for a = 0, we 
conclude that the elements of L' are just the roots of the equation xpn - x = O. 
Their number is pn, and thus L' is the splitting field of f( x) and L' ~ L, by 
Theorem 5.1.4. 0 

Theorem 5.2.3 implies, in particular, that two finite fields with the same 
number of elements are isomorphic. In combination with the Skolem-Noether 
theorem, this leads to the following remarkable result. 

Theorem 5.2.4 (Wedderburn). Every finite division ring is commutative, 
i. e. it is a field. 

Proof. If D is a finite division ring, then its center J( is a finite field. Let 
[D : I<] = d2 • For any maximal subfield L of D, [L: J(] = d. This means 
that all maximal subfields are isomorphic. By the Skolem-Noether theorem, 
they are all conjugate. On the other hand, every element a E D belongs, 
obviously, to some maximal field. Thus, if G is the multiplicative group of the 
division ring D and H the multiplicative group of a maximal field L, then 
G = UgHg-1, where 9 runs through all G. We shall show that, for H =I- G, 

9 

this is impossible. 
Let n be the order of G and m be the order of H with m < n. Then G = 

UgH g-1 implies that n < mk, where k is the number of distinct subgroups of 
9 

the form 9 H 9 -1 (since all of them contain the identity). On the other hand, if 
gl = gh with hE H, then g1Hg11 = gHg-l and we conclude that k does not 
exceed the index i of H in G. This contradicts the Lagrange theorem asserting 
that n = mi. 

Thus, we conclude H = G and L = D. The proof of the theorem IS 

completed. 0 

5.3 Separable Extensions 

We return to the study of finite extensions of arbitrary fields. As in the previ­
ous chapter, an important role is played here by the algebra L 0 L (note that 
LO = L). Therefore, we shall need some information on the structure of the 
tensor products of fields. 

We shall consider tensor products over various fields, including the ground 
field J( and its extensions. The tensor product of vector spaces (or algebras) 
over a field L ~ J( will be denoted by the symbol 0 L. It is not difficult to 
verify that the "associativity formula" of Proposition 4.2.3 also holds in this 
more general situation. Namely, if L c M are two extensions of the field J(, 

U is a vector space over L, and V and Ware vector spaces over M, then 
(U 0L V) 0M W ~ U 0L(V 0M W). The proof of the formula is left to the 
reader. In place of 0[( we shall write simply 0. 
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Consider the simplest situation when one of the factors is monogenic, i. e. 
of the form K[a]. 

Proposition 5.3.1. Let Land F be finite extensions of the field K and 
suppose that F = K[a], where the minimal polynomial of a over K is p(x). 
Then L®F ~ L[xl/(p(x)). 

Proof. Evidently, L®F is a monogenic L-algebra: L®F = L[l®a]. There­
fore, we get an epimorphism of L[x] onto L®F by mapping f(x) E L[x] onto 
the element f(l ® a) E L ® F. 

It follows that L®F ~ L[x]/(m(x», where m(x) is the minhnal polyno­
mial of the element 1 ® a over L. However, clearly p(l ® a) = 1 ® pea) = o. 
At the same time, if n is the degree of p(x), then 1,1 ® a, . .. ,1 ® an - 1 are 
linearly independent over L. We conclude that m(x) = p(x). 0 

We now clarify the structure of the quotient algebra K[x]/(f(x» for an 
arbitrary polynomial f( x). 

Lemma 5.3.2. If f(x) = h(x) ... ft(x), where the polynomials h(x), ... , 
t 

ft(x) are pairwise relatively prime, then K[x]/(f(x» ~ IT K[x]/(fi(x». 
i=1 

Proof. Write I = (f(x)), Ii = (fi(X)). Consider the map which sends each class 
g(x) + I of the quotient algebra K[xl/ I onto the t-tuple (g(x) + 11, g(x) + 12, 

t 

... ,g(x) + It) E IT K[x]/l;. This is clearly an algebra homomorphism, and 
i=1 

also a monomorphism, since whenever g(x) is divisible by each of the fi(X), 
it is also divisible by their product f(x). However, the dimension of K[x]1 I 
equals the degree n of the polynomial f( x) and the dimension of each K[x]1 Ii 
equals the degree ni of fi(X). Consequently, the dimensions of K[xl/I and 

t 
of IT K[x]1 Ii are equal, and thus the above monomorphism is necessarily an 

i=1 
isomorphism. 0 

Corollary 5.3.3. The algebra K[x]/(f(x» is semisimple if and only if the 
polynomial f(x) has no multiple irreducible factors. 

Proof. If f(x) = Pl(X)P2(X) ... Ps(x), where Pl(X),P2(X), ... ,Ps(x) are pair-
s 

wise different irreducible polynomials, then K[x]/(f(x)) ~ IT K[xl/(pi(X» 
i=1 

and all K[x]/(p;(x» are fields (by the Kronecker theorem). Hence the alge-
bra is semisimple. On the other hand, if f(x) = p2(x)g(x), then the class of 
the polynomial p( x )g( x) is easily seen to be a non-zero nilpotent element of 
K[x]/(f(x)). 0 
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Corollary 5.3.4. Under the assumptions of Proposition 5.3.1, the algebra 
L ® F is semisimple if and only if the polynomial p( x) has no multiple irre­
ducible factors. in the field L. 

Corollary 5.3.5. Let F = K[aJ be a monogenic extension and let a be a simple 
root of its minimal polynomial p(x). Then, for any commutative semisimple 
algebra A, the algebra A ® F is semisimple. 

Proof. Decomposing A, in accordance with the Weierstrass-Dedekind theorem, 
into a direct product of fields, we see that it is sufficient to prove the result 
for the algebra L ® F, where L is a field. By Corollary 5.3.4, we have to show 
that p( x) does not possess any multiple irreducible factors over L. 

Assume that g(x) is a multiple irreducible factor of p(x) over the field L 
and that L' is an extension in which g( x) has a root b. Then b is a multiple 
root of p(x). However, by the Kronecker theorem, K[bJ ~ K[aJ and thus a is 
a multiple root, contrary to our assumption. D 

An irreducible polynomial is called separable if p( x) has no multiple roots 
in any extension of the field K. The argument given in the proof of Corol­
lary 5.3.5 shows that p(x) is separable whenever it has a simple root in some 
extension. 

An element of a finite dimensional division algebra is called separable if 
its minimal polynomial is separable. 

Theorem 5.3.6. The following conditions are equivalent for a finite extension 
L of the field K: 

1) 
2) 
3) 
4) 

L ® L is a semisimple algebra; 
A ® L is semisimple for any comm1dative semisimple algebra A; 
every element of L is separable; 
L = K[al' a2, ... ,at], where all ai are separable. 

Proof. Trivially, 2) =? 1) and 3) =? 4). 
1) =? 3). Let a be a non-separable element of Land F = K[aJ. Then a is a 

multiple root of its minimal polynomial and, by Corollary 5.3.4, L ® F is not 
a semisimple algebra. Thus the algebra L ® L :::> L ® F is also not semisimple. 

4) =? 2) can be proved by induction on t. For t = 1, the assertion is Corol­
lary 5.3.5. Denote K[atl by F. Then the F-algebra AF = A ® F is semisimple. 
But A ® L ~ AF ®F Land L = F[al, a2, ... ,at-d; hence, by induction, A ® L 
is semisimple. 

The proof of the theorem is completed. D 

An extension satisfying the equivalent conditions of Theorem 5.3.6 is called 
separable. 

Corollary 5.3.7. Consider a chain of fields K = ]{o C ]{l C ... C ]{n = L, 
where ]{j is a finite extension of ]{i-l. Then L is separable over]{ if and only 
if each ]{j is separable over ]{i-l. 



5.3 Separable Extensions 89 

Proof. It is sufficient to prove the statement for n = 2. If [{l is separable 
over [{ and L is separable over [{l, then L0 L ~ L0([{l 0KI L) ~ A0KI L, 
where A = L 0 [{l is a semisimple algebra. Therefore, L 0 L is a semisimple 
algebra, and thus L is separable over ]{. 

On the other hand, [{l 0 [{l is a subalgebra of L 0 L and therefore, since 
L 0 L is semisimple, [{l 0 [{l is semisimple as well. Consider the algebra 
L0Kl L and the map f : L0L -+ L0Kl L assigning to a0b the element 
a0Kl b. It is easy to verify that f is an algebra epimorphism. Thus L0Kl L 
is isomorphic to a quotient algebra of L 0 L. Since a quotient algebra of a 
semisimple algebra is semisimple, the separability of Lover [{ implies the 
separability of Lover [{l. 0 

A field [{ is called perfect if every finite extension of [{ is separable or, in 
other words, if every irreducible polynomial from [{[xl is separable. It is not 
difficult to establish the following criteria. 

Theorem 5.3.8. Every field of characteristic 0 is perfect. A field [{ of char­
acteristic p is perfect if and only if the equation xP = a has a solution in [{ 
for each a E [{. 

Proof. If f(x) is an irreducible polynomial and f'(x) is its derivative, then 
either f and f' are relatively prime, or f divides f'. The latter is impossible 
unless f'(x) = O. Let f(x) = aoxn + alxn- l + ... + an, 00 =f. 0; then 
f'(x) = naoxn-l +(n-l)alxn- 2 + ... +an-l. If [{ is a field of characteristic 0, 
nao =f. 0 and thus f'(x) =f. O. As a consequence, f(x) has no multiple roots in 
any extension of the field [{, i. e. f( x) is separable. 

If [{ is a field of characteristic p, then f' (x) = 0 if and only if f( x) 
is of the form f30xPk + J3lXp(k-l) + ... + 13k. Assume that the equation 
xP = f3i has a solution "Yi E [{. Then the binomial theorem shows that 
f(x) = ("'{OXk+"YlXk-l+ ... +"Yk)P, and f is not irreducible. If, on the 
other hand, the equation xP = a has no solution for some a E [{, then 
f(x) = (x - f3)P, where f3P = a, over the splitting field of the polynomial 
f(x) = xP - a. Thus f(x) is not separable in this case. The theorem follows. 

o 

Corollary 5.3.9. Every finite field is perfect. 

Proof. Let [{ be a finite field of characteristic p. Then the map r.p : [{ -+ [{ 

which sends a into a P is injective; indeed, if aP = f3P, then a = 13 because 
aP - f3P = (a - f3)p. Since J( is finite, r.p is a bijection, and so each element in 
[{ is a pth power. 0 
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5.4 Normal Extensions. The Galois Group 

We proceed to the main topic of this chapter, namely the study of the automor­
phisms of finite extensions. Recall the connection between the automorphisms 
and bimodules established in Chapter 4 (Sect. 4.1, Examples 2, 3). Let L be 
a finite extension of the field K and eJ a K-automorphism of L. Then ".L is an 
L-bimodule on which the operators from L act from the right as on the regular 
L-module and from the left according to the rule ax = xa(a). Conversely, if M 
is an L-bimodule such that [M : L] = 1 10, then M ~ L as a right L-module. 
Assigning to each a E L the endomorphism x I--t ax of the right L-module 
M, we get a homomorphism L -+ EL(M) ~ L, i. e. an automorphism of the 
field L. Therefore M ~ ".L for some automorphism eJ. It is easy to check that 
".L ~ rL if and only if a = T. 

In this way, we have established a bijective correspondence between the 
set of automorphisms of the field L and the isomorphism classes of the one­
dimensional (over L) L-bimodules. Since a one-dimensional bimodule is obvi­
ously simple, we obtain, by considering it as an L 0 L-module, the following 
result. 

Theorem 5.4.1. There is a bijective correspondence between the K -auto­
morphisms of the field L and the one-dimensional simple components of the 
algebra (L 0 L)/rad(L 0 L). 

Counting the dimensions, we get from here the following corollary. 

Corollary 5.4.2. The number of distinct K -automorphisms of the field L 
does not exceed [L : K] and can equal [L : K] only in the case when L is 
separable. 

If an extension L has precisely [L : K] distinct automorphisms, it is 
called normal. In view of Theorem 5.4.1, this is equivalent to the isomorphism 
L 0 L ~ Ln. A normal extension is always separable. 

Corollary 5.4.3. If the extension L of the field K is normal and K C Kl C L, 
then the extension L of the field Kl is also normal. 

Proof. The statement follows from the fact that L 0K1 L is a quotient algebra 
of L 0K L (see the proof of Corollary 5.3.7) and every quotient algebra of Ln 
has again the form L m for some In :::; n. 0 

The K -automorphisms of an extension L of the field K evidently form a 
group; it will be denoted by G( L / K). If the extension is normal, G( L / K) is 
called its Galois group. 

10 A priori, one has to distinguish the left and right dimensions of Mover L, however, 
due to finite dimensionality, they coincide: both are equal to [M : [(J/[L : [(J. 
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An element a of the field L is called an invariant of the automorphism (J 
if (J(a) = a. This is equivalent to saying that, in the bimodule trL, ax = xa 
for every x E trL. If H is a subset of G( L / K), then an invariant of H is every 
element a E L which is an invariant of every element (J E H. The invariants 
of a subset H form a subfield of L. This subfield is called the field of the 
invariants of H and is denoted by Inv H. 

Theorem 5.4.4. The following conditions are equivalent: 

1) the extension L of the field K is normal; 

2) InvG(L/K)=K; 

3) L is a splitting field of a separable polynomial f(x) E K[x]. 

(An arbitrary polynomial is called separable if all its irreducible factors are 
separable. ) 

Proof. 1) => 2). Write Kl = InvG(L/K). Then L is an extension of Kl and 
G(L/K) = G(L/Kt), which shows that [L : K] = IG(L/K)I = IG(L/Kt)l :::; 
[L : Kd. Since K C [(1, we conclude [( = K l . 

2) => 3). Let a be an element of the field L. Apply all automorphisms of 
G(L/ K) to a and consider the distinct elements which we obtain this way: 
a = aI, a2, ... , ak. Consider the polynomial f(x) = (X-al )(X-a2) ... (X-ak). 
It is invariant under the action of any (J E G(L/K). Therefore f(x) E K[x]. 
Hence, a is a root of a separable polynomial from K[x] which decomposes over 
L into linear factors. 

Now choose a generating system (for instance, a basis) of L, say L = 
K[Wl,W2, ... ,Wt], and for each Wi construct a separable polynomial J;(x) 
which decomposes into linear factors over L and has Wi as a root. Then L 
is the splitting field of the polynomial f(x) = h(x)h(x) ... ft(x) which is 
separable over the field [(. 

3) => 1) will be proved by induction on the degree d of the polynomial 
f( x). For d = 1 (i. e. L = K), the assertion is trivial. We assume that the 
implication holds for all polynomials of degree d - l. 

Let L = K[Wl' W2, ... , Wt] where Wi are the roots of f(x). Write Kl = 
K[wd. Now, L is a splitting field (over Kt) of the separable polynomial 
f(x)/(x - wt) of degree d - 1, and thus normal over K l : L0[(1 L ~ Lm. 
But L0L ~ (L0 [(t) 0[(1 L. Consider the structure of L0Kl . Let p(x) 
be the minimal polynomial of the element WI. It is separable and decom­
poses over L into linear factors: p(x) = (:1: - at)(x - a2) ... (x - as), where 
al = Wl, a2,·.·, as are distinct and s = [[(I : K]. Consequently, K[ai] ~ Kl 
and we get s distinct homomorphisms (Ji : [(1 -+ L. Accordingly, we can con­
struct s Kl-L-bimodules triL which are one-dimensional over L. Therefore, 
L 0 Kl has a quotient algebra which is isomorphic to L". A simple dimension 
count now shows that L 0 KI ~ L S and L 0 L ~ L S 0[(1 L ~ Lms. The theo­
rem follows. 0 
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Corollary 5.4.5. For any separable extension L of the field K, there is a 
normal extension L' containing L. 

Proof. Let L = K[WI' W2,' .. ,Wt], where Wi is a root of a separable polynomial 
fie x). Then we can take L' as the splitting field of the polynomial f( x) = 
h(x)h(x) ... ft(x). 0 

5.5 The Fundamental Theorem of Galois Theory 

In this section, we shall prove the central theorems of the theory of fields: 
the normal basis theorem and the fundamental theorem of Galois theory. We 
begin with the following useful remark. 

Lemma 5.5.1. Let A be an algebra over the field K, let At and N be A­
modules, and let L be a finite extension of the field K. Put AL = L ® A, 
ML = L ® IvI and N L = L ® N (obviously, ML and N L can be considered as 
AL-modules). If IvIL ~ NL as AL-modules, then M ~ N as A-modules. 

Proof. Consider IvIL and N L as A-modules. Since L is an n-dimensional vector 
space over K, IvIL ~ nJ..t and N L ~ nN. In view of the Krull-Schmidt 
theorem, the isomorphism nM ~ nN implies that M ~ N. 0 

Now let L be an extension of K, let G = G(L/K), and let KG be the 
group algebra of G over the field K (see Sect. 1.1, Example 6). Then L can be 

considered as a left KG-module by setting ( L o.gg)a = L o.gg(a) for each 
gEG gEG 

a E L. 

Theorem 5.5.2. An extension L is normal if and only if L is isomorphic, as 
a left KG-module, to the regular left KG-module. 

Proof. If L ~ KG as left KG-modules, then [KG : Kj = [L : Kj. But 
[KG: Kj = (G : 1) (the order of the group G), and thus L is normal. 

Conversely, let L be a normal extension and consider L ® L as a left module 
over the algebra L ® KG ~ LG. In view of Lemma 5.5.1, it is sufficient to show 
that L®L ~ LG. 

Now L ® L, as a module over itself (or a bimodule over L), decomposes 
into a direct sum L ® L ~ ® aL. Let 1 = L ea be the corresponding 

uEG uEG 
decomposition of the identity. It is easy to verify that the map x f-t gx is an 
automorphism of the algebra L ® L. Therefore geu is a minimal idempotent 
of that algebra, and so Theorem 2.5.1 implies that geu = er for some T E G. 
In accordance with the definition of rL, this means that ageu = geuT(a) for 
every a E L. 
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Now, for each x = l: ai 18) bi E L 0 L, we have gx = l: ai 18) gb; and 
ax = l: aai 18) bi , agx = gax for all a E L. Consequently, ageu = gaeu = 
g(euO"(a)) = geu(gO"(a)), and thus T = gO". 

Thus geu = egu . This shows that the map which sends 0" E LG onto eu 
gives an isomorphism of LG-modules LG ::: L 18) L, as required. 0 

Observe that the isomorphism of the 1<G-modules L ::: 1<G implies that 
there exists an element w E L such that the elements 0"( w) form a basis of 
L as 0" runs through the group G. A basis of this kind is called normal and 
Theorem 5.5.2 is the normal basis theorem. 

Corollary 5.5.3. A normal extension is monogenic. 

Proof. If w is an element such that the 0"( w) form a basis as 0" runs through G, 
then the 0"( w) are the roots of the polynomial mw( x) and the degree of mw( x) 
is equal to the dimension of the extension L. It follows that L = 1<[w]. 0 

The fundamental theorem of Galois theory follows easily from the normal 
basis theorem. 

Theorem 5.5.4. Let L be a normal extension of the field 1< and G = G(LI1<). 
For each subfield F of the field L containing 1<, let Inv F denote the subgroup 
of G consisting of all those elements 0" for which O"(a) = a for all a E F. Then 

1) for any subgroup H c G, Inv (Inv H) = H, and for any field F with 
1< c F C L, Inv(Inv F) = F; 

2) the map H -+ Inv H is a bijective correspondence between the set of sub­
groups of the Galois group and the set of intermediate fields between 1< 
and L; and H :::> HI if and only if Inv H C Inv HI; 

3) Inv F ::: G(LI F) for any intermediate field F; 
4) the intermediate field F is normal if and only if the subgroup Inv F is 

normal, and then G( F 11<) ::: G IInv F. 

Proof. Evidently, Inv(Inv H) :::> H and Inv(Inv F) :::> F. We can determine 
the degree of the field Inv Hover 1< by using the isomorphism of the left 
1<G-modules L ::: 1<G. In this isomorphism, Inv H maps into the subspace 
V c 1< G consisting of the elements x such that O"X = x for all 0" E H. If we 
write x in the form x = l: agg, then O"X = l: ag(O"g), and thus a g = aug for 

gEG gEG 

any 0" E H and the elements of the form l: O"g, where 9 is a fixed element of 
uEH 

G, constitute a basis of V. The number of distinct elements of this form is just 
the number of cosets of G by H, i.e. (G: H). Hence, [Inv H: 1<] = (G: H). 

On the other hand, the field L is normal over every subfield (by Corol­
lary 5.4.3). Consequently, there are [L : F] distinct automorphisms of L leaving 
the elements of F invariant and thus the order of the group Inv F is equal to 
[L:F]. 

In particular, the order of the group Inv (Inv H) equals 



94 5. Galois Theory 

[L: InvH] = [L: Kl/[InvH: K] = (G: l)/(G: H) = (H: 1); 

so it follows that Inv (Inv H) = H. In a similar way, the degree of the field 
Inv (Inv F) over K is equal to 

(G : Inv F) = (G : l)/(Inv F: 1) = [L : Kl/[L: F] = [F: K], 

and this proves that Inv (Inv F) = F. This yields both assertions 1) and 2), and 
we also note that along the way we established the isomorphism G(L/ F) ~ 
InvF. 

Next, we determine Inv(g(F)), where 9 is an automorphism from G. If 
0' E Inv(g(F)) then O'g(a) = g(a) for all a E F, i.e. g-lO'g(a) = a and 
thus g-lO'g E Inv F. Consequently, Inv (g(F)) = g(Inv F)g-l. If Inv F is a 
normal subgroup, then Inv (g(F)) = Inv F, which shows that g(F) = F for 
any 9 E G. In this way, every K-automorphism of the field L induces a K­
automorphism of the field F; moreover, it is easy to see that 9 and h induce 
the same automorphism of the field F if and only if they are in the same coset 
of G by Inv F. Altogether, we obtain (G : Inv F) automorphisms of F over 
K. Since (G : Inv F) = [F : K], it follows that the field F is normal and that 
G(F/K) ~ G/lnv F. 

Conversely, if F is normal, then Theorem 5.4.4 shows that F is the splitting 
field of a separable polynomial f(x) E K[x]. Since every automorphism 9 of 
the field L maps a root of f(x) again to a root of f(x), therefore g(F) = F 
and g(lnv F)g-l = Inv F, and thus Inv F is a normal subgroup of G. The 
proof of the theorem is completed. 0 

Corollary 5.5.5. A $eparable extension L of the field K contains only a finite 
number of subfields. 

Proof. If L is normal, the corollary is an immediate consequence of the fun­
damental theorem of Galois theory, because a finite group possesses a finite 
number of subgroups. In the general case, it is sufficient to embed L into a 
normal extension; this is always possible by Corollary 5.4.5. 0 

Corollary 5.5.6. A separable extension is monogenic. 

Proof. Every extension of a finite field is normal by Theorems 5.2.3 and 5.4.4; 
consequently, by Corollary 5.5.3, it is monogenic. Therefore, we can assume 
that the ground field K is infinite. 

A separable extension L of the field K contains a finite number of subfields. 
If a is an element of L which does not belong to any of these subfields, then 
clearly L = K[a]. Therefore, the proof is reduced to the following fact from 
linear algebra. 

Lemma 5.5.7. A vector space over an infinite field cannot be expressed as a 
finite union of its proper subspaces. 
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Proof. Evidently, a space V cannot be expressed as a union of its two proper 
subspaces VI and V2; for if Xl E VI \ V2 and X2 E V2 \ VI then Xl + X2 

m 

does not belong to either VI or V2 . Now, let V = U Vi, where Vi are proper 
i=l 

subspaces. We are going to show that one of them is contained in the union 
of the remaining ones. 

Indeed, otherwise there exist Xl and X2 such that Xl belongs only to VI 
and X2 belongs only to V2. Then for every non-zero a E K, Xl + aX2 does 
not belong to VI U V2, and therefore Xl + aX2 E Vi for some i > 2. Since K 
is infinite, there are two distinct elements a and (J in the field K such that 
Xl + aX2 E Vi and Xl + (JX2 E Vi (for the same i > 2). But then X2 E Vi, in 
contradiction to the assumption. 

As .a consequence, we can omit one of the subspaces and obtain V as a 
union of m - 1 subspaces. Continuing this process, we arrive finally to two 
subspaces, which is impossible. 0 

5.6 Crossed Products 

The Galois theory allows a new approach to the study of central simple al­
gebras. In this section we shall present a construction allowing us to describe 
the Brauer group in terms of normal extensions and to construct an algebra 
of the form Mm(D) for every central division algebra D. 

We begin with the following important result. 

Lemma 5.6.1 (Noether). Let D be a finite dimensional central division 
algebra over a field K. Then there is a maximal subfield LcD which is 
separable over K. 

Proof. If the characteristic of K equals 0, then every subfield of D which 
contains K is separable over K. Hence, we may assume that K is a field of 
characteristic p > 0. In this case, we shall show that there is an element in D 
which is separable over K and does not belong to K. 

Take an arbitrary element a E D \ I<. Let f(x) = ma(x). If a is not 
separable over K, then the irreducible polynomial f( x) has a multiple root. 
It follows that f'(x) = 0, and thus f(x) = g(xP ) for some g(x) E K[x]. The 
element aP is a root of the polynomial g( x). If g( x) is not separable over K 
then again g(x) = h(xP ) for some hex) E K[x]. Continuing this process we 
reach an element b which is not separable over K such that bP is separable. 

Assume that bP E K and consider the map 0 : D ~ D which maps 
d E D to db - bd. Since b tt K, there is a do E D such that o( do) #- 0, 
and oP(do) = dobP - bPdo = ° because bP E K. Let m be the least natural 
number such that om(do) = 0, and let om-l(do) = t, om-2(do) = wand 
u = b-It. Then t = o(w) = wb - bw, and ub = bu because oCt) = 0. But 
then b = tu- l = (wb - bw)u-l = wbu-1 - bwu-1 = (wu-1)b - b(wu-1), 
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and consequently, b = cb - be, where e = wu- I . Multiplying by b-I , we get 
e = 1 + beb- I . 

The argument used above for a shows that there is an exponent pn = q 
such that cq is separable over K. Now cq = 1 + beqb- I and so b does not 
commute with eg • Hence cq rt. K, as required. 

The lemma now follows easily by induction on the dimension [D : Kj. For 
[D : Kj = 1, the statement is trivial, so suppose [D : Kj > 1. Assume that 
the lemma holds for all division algebras whose dimension over the center is 
smaller than [D : Kj. 

Choose an element a E D \ K which is separable over K and put F = 
K[aj and DI = CD(F). According to Theorem 4.4.6, F = CD(D) and thus 
F = C(DI), because F C D I . However, [DI : Fj < [D : K], and so there 
is a maximal subfield L in DI which is separable over F. Then [DI : Fj = 
[L : Fj2 and, using Theorem 4.4.6 again, [D : Kj = [DI : K][F : Kj = 
[DI : F][F : Kj2 = [L : Ff[F : Kj2 = [L: Kj2; thus L is a maximal subfield 
of D in view of Theorem 4.5.1. Since F is separable over K, L is also separable 
over K by Corollary 5.3.7. This completes the induction and proves the lemma. 

o 

Corollary 5.6.2 Every simple central algebra has a normal splitting field. 

Proof. The statement follows immediately, using Theorem 4.5.1 and Corol­
lary 5.4.5. 0 

In terms of the Brauer group, Corollary 5.6.2 reads 

Br K = U Br (L/ K), 
L 

where L runs through all normal extensions of the field K. 
Now, let D be a central division algebra with a normal splitting field L. By 

Theorem 4.5.3, L is a sub algebra of the algebra A = Mm(D) for some m with 
[A: Kj = [L : Kf If 0' E G(L/ K) then 0' extends to an inner automorphism 
ofthe algebra A by the Skolem-Noether theorem (see Corollary 4.4.2). In other 
words, there is an invertible element au in A such that au x = 0'( X )au for all 
x E L. The element au is obviously determined up to a factor which commutes 
with all x E L; since L = CA(L), this means up to a factor from L. 

If T is another element of the group G = G(L/ K), then O'T(X) = aUTxa;}:. 

Since 
O'T(X) = O'(aTxa;l) = auaTxa;la;1 = (auaT)x(auaT)-I, 

we conclude that aUaT = "(U,TaUT for some "(U,T E L. In this way, we get a 
function "(U,T of two variables 0', T E G whose values lie in the multiplicative 
group L* of the field L. Calculating aUaTap in two ways, we obtain 

(aUa T )ap = "(U,TaUTa p = "(U,T"(UT,paUTp , 

aU(aTap) = aU"(T,paTp = O'("(T,p)aUaTp = O'("(T,p)"(U,TpaUTp, 
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which shows that 
"(U,T"('7T,p = (Y("(T,phu,TP . (5.6.1) 

A function satisfying the equation (5.6.1) is called a cocycle of the group 
G with values in L* (more precisely, a two-dimensional cocycle). Hence, one 
can speak about the cocycle group Z (G, L *). 

Conversely,let"( E Z(G,L*). '¥eshallconstructanalgebraA = A(G,L,,,() 
which will be called the crossed product of the group G and the field L relative 
to "(. 

The elements of the algebra A( G, L, "() are the formal linear combinations 
L: aueu , where the au are elements of the field L and the eu certain symbols 

uEG 
indexed by G. 

The vector space structure of A is defined in the usual "coordinatewise 
manner", and the multiplication is determined by the rules 

(the elements of L are multiplied in the usual way). The associativity of this 
multiplication follows immediately from the condition (5.6.1) for the co cycle 
(the verification of this fact is left to the reader). 

Theorem 5.6.3. A = A( G, L, "() is a simple central algebra over the field K 
and L is a splitting field of J(. 

Proof. If an element L: aueu belongs to the center of A, then it commutes 
u 

with all elements of L, and therefore 

L(aau)eu = a L aueu = (L aueu)a = L aueua = L au(Y(a)eu . 
(T U 0' t7 U 

This means that whenever au /:- 0, then a = (Y(a) for all a E L, and conse­
quently (Y = 1. Thus GA(L) = L, and so G(A) C L. However, if an element 
a E L belongs to G(A), then aeu = eua = (Y(a)e u for all (Y E G, and conse­
quentlya E Inv G = J(. Thus G(A) = K and the algebra A is central. 

Now, let I be an ideal of A. Choose a non-zero element x = L: aueu of I 
u 

with the least number of non-zero coefficients au. Multiplying x by eu for a 
suitable (Y, we can assume that al /:- O. Let a be an arbitrary element of L. 
Then ax - xa E I. But 

and so aal - 1( a )al = O. Thus, the number of non-zero coordinates of ax - xa 
is smaller than the number in x. Vile conclude that ax - xa = 0 and x E 
GA(L) = L. This shows that x is invertible and so I = A; hence A is simple. 

The fact that L is a splitting field of A now follows immediately from 
Theorem 4.4.6 because GA(L) = L. 0 
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Corollary 5.6.4. Let D be a central division algebra and L be its normal 
splitting field. Then, for suitable m and a cocycle , E Z(G,L*), Mm(D) ~ 
A(G,L,,). 

Proof. Earlier we have constructed in Mm(D) the elements etr whose products 
with the elements of L are the same as those of the corresponding elements 
etr of A = A(G,L,,). This allows us to define an algebra homomorphism 
f : A -+ Mm(D). Since the algebra A is simple, f is a monomorphism. How­
ever, (G : 1) = [L : Kj, [A : Kj = [L: Kj2 = [Mm(D) : Kj (see Theo­
rem 4.5.3), and thus f is an isomorphism, as required. 0 

A cocycle D E Z(G,L*) is called a coboundary if there is a function /-Ltr 
defined on G with values in L * such that 

for any O",T E G. 

Theorem 5.6.5. Let, and 7] be cocycles from Z(G,L*). The algebras A = 
A(G,L,,) and B = A(G,L,7]) are isomorphic if and only if, = D7] for some 
co boundary D. 

Proof. Assume that f: A ~ B. Then fell is a subfield of B which is isomor­
phic to L. Applying Corollary 4.4.2 of the Skolem-Noether theorem, we can 
assume that f(a) = a for all a E L. Write ftr = f(etr) E B. Then 

from which it follows that ftr = /-Ltretr for some /-Ltr E CB(L) = L. But then 

f( etrer ) = ftr fT = /-Ltretr/-LreT = /-LtrO"(/-LT )etrer = /-LtrO"(/-LT )7]tr,TetrT 
= f( ,tr,retrT) = ,tr,TftrT = ,tr,T/-LtrTetrT , 

and thus 'tr,T = /-LtrO"(/-LT )/-L;;77tr,T. 
Conversely, let , = D7] where Otr,T = /-LtrO"(/-LT )/-L;;. Define the map 

f : A -+ B by putting f("L, atretr ) = "L, atr/-Ltretr. It is not difficult to see that f 
tr tr 

is an algebra homomorphism. Since A is simple and the dimensions of A and 
B are equal, therefore f is an isomorphism, as required. 0 

The coboundaries form a subgToup B(G,L*) of the group Z(G,L*) and 
Theorem 5.6.5 together with Corollary 5.6.4 implies that the elements of the 
group Br (L j K) correspond bijectively to the respective elements of the facto{ 
group 

H(G,L*) = Z(G,L*)jB(G,L*). 

Theorem 5.6.6. Br(LjK) ~ H(G,L*). 

Proof. The proof is based on the following lemma. 



5.6 Crossed Products 99 

Lemma 5.6.7. A(G,L,/,)®A(G,L,7]) ~ M n (A(G,L,/'7])) , where n = 
[L:K]. 

Proof. Write A = A(G,L, /,) and B = A(G, L, 7]). Since L is embedded both in 
A and in B, the algebra A ® B contains the sub algebra L ® L. As the proof of 
Theorem 5.5.2 shows, there is a unique non-zero idempotent f in L ® L such 
that (x ® l)f = f(1 ® x) for all x E L. We want to show that for every 0' E G, 
f(eu ®eu) = (eu ®eu)f. Indeed, (eu ®eu)-1 f(eu ®eu) is also an idempotent 
in L ® L, moreover, 

(x® 1)(eu ®eu)-1 f(eu ®eu) = (eu ®eu)-I(O'(x)® l)f(eu ® eu) = 
= Ceu ® eu )-1 f(1 ® O'(X))( eu ® eu) = (eu ® eu )-1 f(eu ® eu )(1 ® x) 

because eux = O'(x)eu , and thus xe;1 = e;IO'(x). This means that we have 
(eu ® eu )-1 f( eu ® eu) = f, as required. 

Now consider the algebra T = f(A®B)f. The map which sends a E L 
into the element a = f(1 ® a) = (a ® l)f is an embedding of the field L into 
the algebraT. Write eu = f(eu®e u) = (eu®eu)f. Then 

ab = ab, 

eua = (eu ® eu )I( 1 ® a) = (eu ® eu )( a ® l)f = (O'( a) ® 1)( eu ® eu)f = 

= O'(a)eu , 

euer = f( eu ® eu)( er ® er ) = f( euer ® euer ) = fhu,reur ® 7]u,r eur) = 
= f( /'u,r ® 1 )(1 ® 7]u,r)( eur ® eur ) = (/'u,r7]u,r ® 1 )f( eur ® eur ) = 

Therefore, the map 2: aueu t--+ 2: aueu is a homomorphism (and thus, a 
u u 

monomorphism) from A( G, L, /,17) to T. 
On the other hand, T ~ EA ® B(f(A ® B)). However, the decomposition of 

the identity in L®L has the form 1 = 2:. fu, where fu is a (unique) idempo-
uEG 

tent such that xfu = fuO'(x) for all x E L. Besides, (1 ® er )fu(1 ®er )-1 = fru 
(see the proof of Theorem 5.5.2). Therefore all the modules fuCA ® B) are mu­
tually isomorphic and in particular, isomorphic to f(A ® B), f = II . Con­
sequently, A®B ~ Mn(T), and so [T: K] = n2 = [A(G,L,/'7]): K]. Hence 
T ~ A(G,L,/'7]), which completes the proof. 0 

The proof of Theorem 5.6.6 now follows from the fact that the map 
Z(G,L*) -t Br(L/K) is a homomorphism (by Lemma 5.6.7), that its kernel 
is B(G,L*) (by Theorem 5.6.5), and that it is an epimorphism (by Corol­
lary 5.6.4). 0 

Corollary 5.6.8. The algebra A(G,L,/,) is isomorphic to Mn(/{) if and only 
if/' E B(G,L*). 
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Exercises to Chapter 5 

1. Let K be a field of characteristic p > O. Prove that the map <p defined by 
<pC a) = aP is an endomorphism of the field [{. This map is called the Frobenius 
endomorphism. Prove that if [( is finite, then <p is an automorphism. Evaluate 
1m <p if K = F( t) is the field of rational functions over a field F. 

2. Prove that the automorphism group of a finite field is cyclic and that the Frobe­
nius automorphism is its generator. 

3. Assume that the characteristic of the field [{ is not 2. Show that every quadratic 
extension L of the field K, i. e. a field satisfying [L : KJ = 2, is a splitting field 
for a polynomial of the form x 2 - a, where a E K is not a square. One writes 
usually L = K[y(i]. Verify that [([y(i] ~ K[v'bJ if and only if ab- 1 is a square 
in K. 

4. Find a splitting field for the polynomial x3 - 2 over the field of rational numbers. 

5. a) Let K be a finite field of q elements and I(x) an irreducible polynomial of 

degree d over the field K. Prove that I( x) divides xqd - x and conversely, 
if I(x) divides xqn - x, then d divides n. 

b) Denote by 1f;(d) the number of irreducible polynomials over the field K of 
degree d with the leading coefficient equal to 1. Prove that qll = L: d1f;(d). 

din 

C) Using the Mobius inversion formula (see e.g. I.M. Vinogradov: An Intro­
duction to the Theory of Numbers, Pergamon Press, London, 1955) prove 
that 

where JL is the Mobius function. 

6. Let K be a field of characteristic p > 0, F = K[aJ a finite monogenic extension 
of K and m( x) the minimal polynomial of the element a over K. Prove that 
the algebra F ® F is local if and only if m( x) = Xpk - Q for an integer k and 
some Q E K. In this case, the irreducible polynomial m(x) and the element a are 
called purely inseparable and the exponent k is called the height of the element a. 

7. Let L be a finite extension of a field K. Prove that the following statements are 
equivalent: 
1) L ® L is a local algebra; 
2) for every local commutative algebra A, the algebra A ® L is local; 
3) every element of the field L is purely inseparable; 
4) L = K[al' a2, .. . ,ad, where all elements ai are purely inseparable. 
In the last case, show that the height of any element of the field L is bounded 
by the largest of the heights of the elements aI, a2, ... ,at. 
If these conditions are satisfied, L is called a purely inseparable extension of [{. 

8. Let K = [{a C Kl C ... C K" = L be a chain of finite extensions. Prove that 
L is purely inseparable over /{ if and only if every /{i is purely inseparable over 
Ki-l. 

9. Given a finite extension L of a field [(, denote by Ls the set of all separable 
elements and by Li the set of all purely inseparable elements of the field L. 
Prove that: 
a) Ls and Li are subfields of Land Ls n Li = [(; 
b) L is purely inseparable over L •. 
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Now, assume that L. is normal. Prove that: 
c) L is separable over L;; 
d) if {a1,a2, ... ,a .. } is a basis of L. and {b1,b2, ... ,bm } a basis of L;, then 

{akbj 11~k~n, l~j~m}isabasisofL(overK). 
In particular, [L : K] = [L. : K)[Li : KJ and L is the least field containing 
L. and Li. The subfields L. and Li are called separable and purely inseparable 
extensions, respectively. 

10. For a finite extension L of a field K, prove that the following conditions are 
equivalent: 
1) L is monogenic; 
2) L contains only a finite number of subfields. 
(Hint: To prove 1) :::} 2), show that if L = K[a], F a subfield of Land 
xm + b1 xm- 1 + ... + bm the minimal polynomial of a over F, then F = 
K[b1,b2 , ••• ,bm ].) 

Construct an example of a non-monogenic extension. (Hint: Let K = F( x, y) 
be the field of rational functions in two vari'ables over a field of characteristic 
p> 0.) 

11. Let F be a subfield of a finite extension L of a field K and d = [F : K]. Prove 
that the number of the homomorphisms F -+ L (including the identical one) 
is not greater than d and it is equal to d if and only if F is separable and L 
contains a subfield F' :::> F which is normal over K. 

12. Prove that the least normal extension containing a given separable extension is 
uniquely determined, up to an isomorphism. 

13. Assuming that the fini~e extension L of a field K is a join of its subfields L1 and 
L2 (i. e. the least field containing L1 and L2), and that L2 is normal over K, 
prove that L is normal over L1 and that G(L/ Lt} ~ Inv (L1 n L2) C G(L2/ K). 

The following set of exercises (14 to 22) deals with solving of equations by 
radicals. For simplicity, the characteristic of the ground field K is assumed in these 
exercises to be 0; an exception is Exercise 22 which indicates the changes necessary 
for fields of positive characteristic. 

14. Let L be a splitting field for the polynomial x" - 1. Prove that L contains a 
primitive n-th root of unity, i. e. a root { of the given polynomial such that all 
other roots are powers of {. The number of such roots is if'(n), where if' is the 
Euler function. Using this fact, show that G(L/ K) is a cyclic group whose order 
divides if'(n). 

15. Assuming that K contains a primitive nth root of unity, prove that L = K[a], 
where a is a root of the polynomial xn - a, a E K, is a normal extension, 
G(L/ K) is cyclic and its order divides n. In particular, if p is a prime, then the 
polynomial x P - a is either irreducible or a product of linear factors. 

16. Conversely, let, as before, K contain a primitive nth root of unity { and let L be 
a normal extension of K with a cyclic Galois group of order n. Prove that then 
L = K[a], and the minimal polynomial of the element a is of the form xn - a. 
(Hint: Take a = w+{0-(W)+(0-2(W)+ ... +{n-10-n-1(w), where 0- is a generator 
of G(L/ K) and w a generator of the KG-module L.) 

17. The field L is said to be a radical extension of the field K if there is a chain of 
subfields 

K = Lo C L1 C L2 C ... C Lm = L 
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such that Li = Li-t[ai), where the minimal polynomial of the element ai over 
the field Li-1 is of the form x n ; -O:i; it is obvious that, refining the chain, we may 
achieve that all exponents ni be primes. Assuming that /( contains primitive 
nith roots of unity, show that every radical extension is contained in a normal 
radical extension. 

18. An extension L of /( is said to be solvable if it is contained in a radical extension 
of /(. Prove that the splitting field for the polynomial xn -1 is solvable for every 
n. (Hint: Prove by induction, using the results of Exercises 14-16.) 

19. Prove that an extension L of /( is solvable if and only if the least normal ex­
tension of K containing L (see Exercise 12) is solvable. (Hint: Use the results of 
Exercises 17 and 18.) 

20. Prove that a normal extension L of K is solvable if and only if its Galois group G 
is solvable, i. e. there is a chain of subgroups G = Go ::> G1 ::> G2 ::> ••• ::> Gm = 
{I} such that Gi is normal in Gi-1 and the factor group Gi-I/G; is abelian for 
all i. (Hint: We may assume that Gi-I/Gi is cyclic and L a radical extension, 
and use the results of Exercises 15 and 16; Exercise 18 allows to adjoin roots of 
unity and Exercise 13 controls the behaviour of the Galois groups.) 

21. An irreducible equation f(x) = 0, where f(x) E /([x), is said to be solvable by 
radicals if it has a root in a radical extension of K. Prove that this is equivalent 
to the fact that the splitting field for the polynomial f( x) over K is solvable. 

22. Develop a theory producing results similar to those in Exercises 14-21 for fields 
of characteristic p > O. Note that in the definition of a radical extension, one 
has to allow also the polynomials of the form xl' - x - 0:. Accordingly, it is 
necessary to modify Exercise 16 (for n = p, 0: E K). Note also that every purely 
inseparable extension is radical. 

The Exercises 23-27 deal with the important example of crossed products, viz. 
cyclic algebras. A well-known result of Brauer, Noether and Hasse states that if 
K is a field of algebraic numbers (i. e. a finite extension of the field CQ), then this 
construction yields all central division algebras over /(. All these exercises assume 
that L is a normal extension of a field /( with a cyclic Galois group of order n; a 
generator of this group is denoted by u. 

23. Let -y E Z(G,LO) be a cocycle of the group G with values in LO. Prove that it 
belongs to the same coset of the subgroup of coboundaries B(G, LO) as a cocycle 
"I of the form 

. . _ {I if i + j < n , 
"I,,' .,,) - 0: if i + j 2: n , 

where 0: E IC. Denote by A(L,u,o:) the corresponding algebra A(G,L,-y) (in 
general, it depends on the choice of the generator u). (Hint: In the algebra 
A(G,L,-y), the element e,,; can be changed to e~.) 

24. Prove that A(L,u,o:) ~ A(L,u,.B) if and only if there is an element A E LO 
such that.B = o:N(A), where N(A) = AU(A)U2(A) ... Un - 1(A). Verify that N is a 
homomorphism from the group 1" to the group IC and deduce that Br (LI K) ~ 
IC 11m N. The homomorphism N is called the norm.. 

25. Let K be a finite field and L a finite extension. Prove that the norm N : L ° -+ IC 
is an epimorphism in this case. (Hint: Apply the Wedderburn theorem on finite 
division rings.) 
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26. Denote by ]( = F(t) the field of rational functions over the field F of two 
elements. Prove that the polynomial x 2 + x + 1 is irreducible over the field ](. 
(It is possible that the exercise may be easier with ]( being the field F(( t)) of 
formal power series over the field F.) 

27. Using the notation of the preceding exercise, let L = K[a], where a is a root 
of the polynomial x 2 + x + 1. Prove that if N : L* -+ K* is the norm (see 
Exercise 24), then t 1. 1m N. Making use of the results of Exercise 24, construct a 
four-dimensional division algebra Dover K which contains a subfield isomorphic 
to ]([0]; this is an example of a purely inseparable splitting field of a central 
division algebra. 

28. Prove the theorem on "independence of automorphisms": If L is a normal ex­
tension of a field K and G = G(}d K), then for every function J : G -+ L there 
is an element a E L such that ~ J(a)a(a) i- O. (Hint: Use Theorem 5.6.3 by 

uEG 
considering L as a module over the algebra A(G, L, 1), where 1 is the identity 
cocycle.) 



6. Separable Algebras 

Those algebras which remain semisimple under arbitrary ground field exten­
sions playa particular role among the semisimple algebras. They are called 
separable. Examples of separable algebras are, on the one hand, central sim­
ple algebras, and on the other, separable fields. It turns out that a general 
case represents, in a certain sense, a combination of these two examples. Fur­
thermore, we shall establish the following fundamental properties of separable 
algebras: semisimplicity of all bimodules, the Wedderburn-Malcev theorem 
on lifting separable quotient algebras (which will be used in Chapter? for a 
generalization of the "universal algebra" construction of Sect. 3.6) and non­
degeneracy of the principal trace form (which plays an important role in the 
study of arithmetical properties of separable algebras). 

6.1 Bimodules over Separable Algebras 

An algebra A over a field K is called separable if, for every extension L of the 
field K, AL = A 0 Lis semisimple. 

In particular, every separable algebra is semisimple; however, the converse 
is, in general, false: If L is an inseparable extension of a field K, then L 
is a semisimple K-algebra, but the algebra L 0 L is no longer semisimple 
(cf. Theorem 5.3.6). 

Generalizing Theorem 5.3.6, we shall give a description of separable alge­
bras and a criterion of separability. 

First of all, we are going to establish the following simple result. 

Lemma 6.1.1. For every K -algebra A, there is an extension L of the field K 
such that the L-algebra AL splits, i. e. 

t 
Proof. Let A = A/radA :::: I1 Mk;(Di), where Di are division algebras and 

;=1 
[D1 : K] = d > 1. 

Since rad A 0 L is obviously a nilpotent ideal, it is contained in rad AL for 
any field L. Consequently, AL/radAL is a quotient algebra of the algebra AL. 
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Choose an element a E Dt, a ¢ K. Let p(x) be its minimal polynomial and 
F = K[aJ. Since p(x) has a root in F, DI 0 F is not a division algebra. 
Thus, if we write B = Mkl (D!), then the division alge,bras which appear 
in the decomposition of the algebra Bp/radBp, have F-dimensions smaller 
than the dimension [DI : KJ. Continuing in this "reduction of dimension", we 
obtain finally a field L such that AL is a split algebra. 0 

A field L whose existence is asserted by Lemma 6.1.1 is called a splitting 
field for the algebra A. Let us remark that it is far from being unique. Even 
a minimal splitting field, i. e. such that its subfields are no longer splitting 
fields, is not determined uniquely (see Exercise 6 of Chap. 4). 

Theorem 6.1.2. The following conditions for an algebra A are equivalent: 

1) A is a separable algebra; 
2) A 0 AD is a semisimple algebra; 
3) A ~ Al X A2 X ... X As, where Ai are simple algebras with separable 

centers. 

Proof. 1) =? 2). Let L be a splitting field for the algebra A. Since AL is a 
semisimple algebra, AL ~ Mnl (L)xMn2(L) x ... xMn, (L). Then (Ad 0L(A'L) 
is a direct product of algebras of the form Mk(L) 0L Mm(L) ~ Mkm(L) 
and thus a semi simple algebra. It remains to observe that (AL) 0 LC A'L) = 
(A0L) 0L(L0 AD) ~ A0(L0L L)0AD ~ A0L0AD ~ (A0AD)L. Finally, 
the semi simplicity of (A 0 AD)L implies that A 0 AD is semi simple. 

2) =? 3). If A0AD is semi simple, then A is semisimple, as well. Hence A = 
Al X A2 X ... X As , where Ai are simple algebras and Ai 0 Ai are semisimple. 
Consequently, the center of Ai 0 Ai is semisimple. However, C(Ai 0 An = 
C(A;) 0 C(Af) = C(Ai) 0 C(Ai) and therefore, in view of Theorem 5.3.6, 
C(Ai) is separable. 

3) =? 1). Let A = Al X A2 X ... X As , where Ai are simple algebras and 
all centers C i = C(Ai) are separable. According to Corollary 5.6.2, there is 
a separable extension F of the field C i such that Ai 0c; F ~ Mk(F). If Lis 
an arbitrary extension of the field K, then (Ai L) 0c; F ~ L 0 (Ai 0c; F) ~ 
Mk(L 0 F). It follows, by Corollary 5.3.7, that F is separable over K. This 
means that L 0 F and therefore also Ai 0c; F are semi simple algebras. From 
here it follows immediately that every Ai L and thus also AL is semi simple for 
an arbitrary field L, i. e. that A is separable. 0 

Observe that we have established, in fact, the following result. 

Corollary 6.1.3. An algebra A is separable if and only if AL ~ Mn1(L) x 
M n2 (L) X ... X Mnk(L) for some extension L of the field K. In addition, the 
field L may be assumed to be separable. 

Corollary 6.1.4. If a field K is perfect (for example, of characteristic 0 or 
finite), then every semisimple K -algebra is separable. 
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Moreover, the semisimplicity of A @ AO implies the following result. 

Corollary 6.1.5. An algebra A is separable if and only if every A bimodule 
is semisimple. 

Obviously, the last assertion can be reformulated in the following way: An 
algebra A is separable if and only if every A-bimodule (or equivalently, every 
A @ AO-module) is projective. It is remarkable that, in fact, it is sufficient to 
verify the projectivity of the regular bimodule, i. e. of the algebra A considered 
as an A @ AO-module, alone. 

Theorem 6.1.6. An algebra A zs separable if and only if the regular A­
bimodule is projective. 

Proof. Assume that the regular A-bimodule is projective. Choose a splitting 
field L for the algebra A; thus, AL/radAL ':::: Mnl (L) x M n2 (L) x ... x Mn.(L). 
In view of Theorem 3.3.5, A is a direct summand of a free A@ AO-module F. 
But then AL is a direct summand of the free module FL over the algebra 
(A @ AO)L ':::: (Ad@L(A'[,), i. e. AL is a projective AL-bimodule. In view of 
Corollary 3.1.8, the radical of a regular bimodule coincides with the radical 
of the algebra. Moreover, a decomposition of the quotient algebra AL/radAL 
into a direct product of simple algebras yields a decomposition of the AL­
bimodule AL/rad AL into a direct sum of simple bimodules (minimal ideals 
of that quotient algebra). 

By virtue of the relationship between projective and semisimple modules 
(Theorem 3.3.6), we obtain a decomposition of AL into a direct sum of ideals, 
i. e. into a direct product of algebras Ai: AL = Al X A2 X ... x As , where 
A;jradAi ':::: Mn(L) with n = ni. 

Then, by Theorem 3.3.4, Ai ':::: Mn(B), where B /rad B ':::: L (here B de­
pends, in general, on the index i). Besides, since Ai is a projective AL-bimodule 
and the components Aj, j =I- i, operate on Ai trivially, Ai is a projective Ai­
bimodule. Now, note that if R = radB, then 1= (R@L BO) EB (B @L RO) is a 
nil ideal of B @L BO and (B @ L BO) / I ':::: L @ L L ':::: L. Consequently, by Propo­
sition 3.1.3, I = rad (B @L BO), B @L BO is a local algebra, and Ai @ Ai ':::: 
Mn2(B @LBO) is a primary algebra. According to Theorem 3.3.10, it has pre­
cisely one principal module (obviously, equal to Ai), while Ai @L Ai':::: n 2 Ai as 
an Ai-bimodule. But [Ai: L] = n 2 b, where b = [B : LJ, [Ai @L Ai : L] = n 4 b2 

and thus b = 1. It follows that B ':::: L, Ai ':::: Mn(L) and A is separable by 
Corollary 6.1.3. D 

Finally, observe that if (AL) @L(A'[,) is semisimple, then the algebra A@Ao 
is semisimple as well, and hence we get the following corollary. 

Corollary 6.1.7. Let A be a f{ -algebra. If the L-algebra AL is separable for 
some extension L of the field f{, then A is separable. 



6.2 The Wedderburn-Malcev Theorem 107 

6.2 The Wedderburn-Malcev Theorem 

Let A be an arbitrary, in general not semisimple, algebra and R its radical. 
Let A = AIR and 7r be the (canonical) projection of the algebra A onto the 
quotient algebra A. In many problems of the theory of algebras, one requires 
to "lift" the quotient algebra A to an isomorphic subalgebra of A. Let us give 
the following definition. 

An algebra homomorphism c : A -+ A such that 7rc = 1 will be called a 
lifting of the quotient algebra A. Evidently, a lifting c is always a monomor­
phism and Imc = Ao is a subalgebra of A which is isomorphic to A; moreover, 
A = Ao EI7 R (as a direct sum of vector spaces). 

Conversely, if Ao is a subalgebra of A which is isomorphic to A, then 
Ao n R = 0 (because Ao is semisimple). Consequently, A = Ao EI7 R (because 
[A: K] = [Ao : K] + [R : K]). Then the restriction of the projection 7r to the 
subalgebra Ao results in an isomorphism 'if : Ao ~ A. Taking c = 7r- I , we 
obtain a lifting of the quotient algebra. As a result, the existence of a lifting 
is equivalent to the existence of a complement to the radical. 

Two liftings c : A -+ A and 17 : A -+ A are said to be conjugate if there 
is an invertible element a of the algebra A such that 1]( x) = ac( x)a -1 for 
all x E A. If, in addition, a = 1 + I', where r E R (such elements are called 
unipotent), we say that c and 1] are unipotently conj-u.gate. 

This section will be devoted to a proof of the following fundamental result. 

Theorem 6.2.1 (Wedderburn-Malcev). If the quotient algebra A is sep­
arable, then a lifting always exists and any two liftings are unipotently conju­
gate. 

Let us remark that without assumption of separability, the statements no 
longer hold: a lifting may not exist (see Exercise 4), and two liftings may not 
be conjugate (see Exercise 5). 

Proof. We shall prove the existence of a lifting in several stages, gradually 
extending the class of algebras for which the results hold. 

1) First, we assume that A is a split algebra, i. e. that A ~ Mnl (K) x 
M n2 (K)x ... xMn,(K). Denote by Ui a simple Ai-module corresponding to the 
i-th component of the algebra A and by Pi the respective principal A-module 
(see Corollary 3.2.9). Then A = nIUI EI7 n2U2 EI7 '" EI7 nsUs . Consequently, 
A ~ nIPI EEl n2P2 EI7 ... EI7 nsPs (Theorem 3.3.6). 

Utilizing the isomorphism A ~ EA(A) and matrix notation for the endo­
morphisms of a direct sum (see Sect. 1.7), we find that A is isomorphic to the 
algebra of matrices of the form 

( ~~~ ... ~~.~ .. : : ' ... ~~~) 
XsI X s2 . . . Xss 



108 6. Separable Algebras 

where Xij E HomA(njPj, niP;). In particular, A contains the sub algebra of 
all "diagonal matrices" which is isomorphic to EA(nlPd x EA(n2P2) x ... x 
EA(nsPs) ~ Mn,(Ad x M n2 (A2) x ... x Mn,(As) with Ai = EA(Pi ), and 
therefore also a subalgebra isomorphic to A. We conclude that a lifting exists. 

2) Now, let A be an arbitrary separable algebra with R2 = O. Choose 
a basis {aI, a2, ... ,an} of the algebra A such that {aI, a2, ... , am}, where 
ai = 71"( ai), forms a basis of the quotient algebra A, and {am+! , am +2, ... , an} 
a basis of the radical of A. Denote by {afj} the structure constants of the 

n m 
algebra A. In other words, aiaj = 1: afjak, and thus aiaj = 1: afjak. 

k=1 k=1 
Being a linear transformation, a lifting c: is determined by the images of basis 

n 

elements. The condition 7I"C: = 1 means that c:( ai) has the form ai+ 1: Xijaj, 
j=m+l 

where Xij E K. Furthermore, c: is a homomorphism if and only if c:(aiaj) = 
c:(a; )c:(aj). However, 

1n n1- n 

c:(a;aj)=C:(Lafjak) = Lafj(ak + L XklO,e) = 
k=1 k=1 I=m+l 

m m n 

= L afjae + L L afjxkeae; 
1=1 k=1 f=m+l 

n n 

c:(a;)c:(aj) = (ai + L Xikak) (aj + L Xjkak) = 
k=m+l k=m+l 

n n n 

= La;jae + L 
e=1 k,f=m+l k,e=m+l 

Here we have used the fact that products of elements from the radical 
are zero and that a product of an arbitrary element and an element from the 
radical belongs to the radical. Comparing the coefficients of the basis vectors 
ae , we obtain a system of linear equations in x ke : 

m n n 

L afjxke = aL + L afkXjk + L aLXik' i,j = 1,2, ... , n; 
k=1 k=m+l k=m+l 

e = m + 1, m + 2, ... ,n. 

Hence, in this case a lifting exists if and only if the system of linear equa­
tions has a solution. Since the coefficients of the equations are the structure 
constants, they do not change under ground field extensions. However, if L 
is a splitting field for the algebra A, then ih is a split semisimple algebra 
and thus, in view of 1), there is a lifting AL ~ AL. Therefore our system 
of linear equations (with coefficients from the field K) has a solution in the 
field L. Here we may apply the following simple lemma whose proof follows 
immediately from the Kronecker-Capelli theorem. 
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Lemma 6.2.2. If a 8y8tem of linear equation8 with coefficient8 from a field 
K has a 80lution in an exten8ion of the field, then it has a 801ution in K. 

In this way, the fact that there is a lifting over L implies that there is a 
lifting for our original algebra (in case that R2 = 0). 

3) Now, the general case can easily be handled by induction on the dimen­
sion of the radical. 

Let R2 -# 0 and B = AI R2. According to the previous result, there is a 
lifting e : A -+ B. Denote by A' the inverse image of 1m e in the algebra A. 
Then A' ::> R2 and A'l R2 ~ 1m e ~ A is a semisimple algebra. By Proposi­
tion 3.1.13, it follows that R2 = rad A'. Since dimR2 < dimR, we apply the 
induction hypothesis to the algebra A' and obtain a lifting c : A -+ A'. But 
then c is also a lifting of A into A. 

We precede the proof of conjugacy by the following theorem which gener­
alizes Theorem 4.4.4 ("dual" to the Skolem-Noether theorem). This result is 
of an independent interest. 

Theorem 6.2.3. If f and g are homomorphi8m8 of a central 8imple algebra 
B into an algebra A, then there i8 an invertible element a in A 8uch that 
g(b) = af(b)a-1 for all b E B. 

Corollary 6.2.4. Two i80morphic central 8imple 8ubalgebra8 Band B' of an 
algebra A are conjugate. Moreover, every i80morphi8m g : B ..::+ B' extend8 to 
an inner automorphi8m of the algebra A, i. e. it 8ati8fie8 g(b) = aba-1 , where 
a i8 an invertible element of A. 

In order to give a proof, it is sufficient, as in the Skolem-Noether theorem, 
to establish an isomorphism of B-A-bimodules fA and gA (see Sect. 4.1, Ex­
ample 2). Both of them, as right A-modules, coincide with the regular module. 
The statement of the theorem is thus reduced to the following lemma. 

Lemma 6.2.5. Let A be an algebra, B a central 8imple algebra and M and 
N two B-A-bimodule8. If M and N are i80morphic a8 A-module8, then they 
are i80morphic a8 B-A-bimodule8. 

Proof. Let L be a splitting field for the algebra B. Since (AL) ®L(BL) ~ 
(A ® BO)L, it is sufficient, in view of Lemma 5.5.1, to prove that if ML 
and NL are isomorphic as AL-modules, then they are isomorphic as BL-AL­
bimodules. Hence, we may assume from the beginning that B = Mn(K). Then 
A ® BO ~ Mn(A) and we need to establish that two Mn(A)-modules M and 
N which are isomorphic as A-modules are also isomorphic as Mn(A)-modules. 

n 
Write M; = Me;; . Clearly, M; is an A-submodule of M and M = EB Mi . 

;=1 
Moreover, Mieij C M j and multiplications by eij and eji are mutually inverse 
A-homomorphisms. Consequently, Mi ~ Mj and M ~ nM1 as A-modules. If 
M and N are isomorphic as A-modules, then by the Krull-Schmidt theorem, 
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so are M1 and N 1 . Let <p be such an isomorphism. Note that every element 
x E M has a unique form x = Xl + X2e12 + ... + xne1n, where Xi E MI. 

Define the map 1/J : M -+ N by 

It is easy to show that 1/J is a homomorphism of Mn(A)-modules and that, 
since <p is one-to-one, 1/J is also a one-to-one correspondence, as was to be 
shown. 0 

Now we return to the proof of the Wedderburn-Malcev theorem. Let c and 
"l be two liftings of A into A. We need to find an element a = 1 + r, r E R, 
such that ac( X )a-1 = 77( x), i. e. ac( x) = "l( x )a, for all x E A. Again, choosing 
bases in A and rad A, we can write r with "indeterminate coefficients" r = 

n 
I: Xiai and turn the equality into a system of linear equations with respect 

i=m+1 
to Xi. In view of Lemma 6.2.2, it suffices to find a solution of this system, or 
equivalently to prove unipotent conjugacy of c and "l, in an extension L of the 
field K. Of course, we should take a splitting field L and reduce the problem 
to the case of split algebras. 

Hence, we can assume that A = Mn,(K) x Mn2(K) x ... x Mn,(K). 
Denote by efj the matrix units of the kth component of the algebra A, 

k = 1,2, ... , s; i,j = 1,2, ... ,nk, and put efj = c(efj), ji~ = "l(efj). Then 
8 nk s nk 

1 = I: I: efi = I: I: ji~ are two decompositions of the identity of the 
k=l i=l k=l i=l 

algebra A with efiA ~ ji~A. By Theorem 3.5.1, there is an invertible element a 
in the algebra A such that ji~ = aefia-1 for all k = 1,2, ... ,s; i = 1,2, ... ,nk. 

Applying the projection 7r, we obtain efi = aefia-1, when a = 7r(a), and 
thus a = I: O!ikefi with O!ik -I 0 for all i, k. Put b = I: O!ikefi. Then b is 

i,k i,k 

an invertible element commuting with all efi and thus ab- 1 is a unipotent 

element with ji~ = (ab- 1 )efi(ab-1 )-1. Hence, in what follows, we may assume 
that efi = ji~ for all i, k. 

nk nk 

Write ek = I: efi . Then ek = I: efi is a central idempotent of the quotient 
i=l ;=1 

al b A- Tak· . t h k k k k d jk k jk k . ge ra. mg m 0 account t at eij = eiieijejj an ij = eii ijejj' 1. e. 
that efj and ji~ lie in -4k = ekAek, we can see that by restricting c and "l to 
Ak = ekAek, we obtain homomorphisms Ck : Ak -+ Ak and "lk : Ak -+ Ak . 

Since Ak is a central simple algebra, then by Theorem 6.2.3, there is an 
invertible element ak E Ak such that "lk(X) = akck(x)ak1 for all x E A k . 
Applying the projection 7r again, we get x = akxak1 for all x E A k , where 
ak = 7r(ak). Thus ak = O!kek for some O!k E K. Replacing ak by O!k1ak, we 

8 

may assume that ak = rk + ek, where rk E R. But then, taking a = I: ak, 

we get that "l(x) = ac(x)a-1, where a = 1 + r with r E R. 
completed. 

k=l 
The proof is 

o 
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6.3 Trace, Norm, Discriminant 

Let T be a representation of an algebra A. Consider the characteristic poly­
nomial det (xE - T( a)) of a matrix T( a). Since characteristic polynomials of 
similar matrices coincide, it is determined by the corresponding A-module M. 
This polynomial is called the characteristic polynomial of the element a with 
respect to the module M (or representation T) and is denoted by XM,a(X). 

Similarly, the trace and the norm of an element a with respect to a module 
M are, respectively, the trace and the determinant of a matrix T( a). The trace 
and norm are denoted, respectively, by TrM(a) and NM(a). 

It follows immediately from the definition that the trace is a linear map 
A -+ K such that 

TrM(a + b) = TrM(a) + TrM(b); TrMCaa) = aTrM(a), a E I<. 

In addition, TrM(ab) = TrM(ba), NM(ab) = NM(a)NM(b) and, for arbi­
trarya E K, 

XM,,,,(X) = (x - a)d; TrM(a) = da; NM(a) = ad, 

where d = [M : Kl. 
The following simple statement reduces computation of characteristic 

polynomials, traces and norms to the case of simple modules. 

Proposition 6.3.1 Let M = Mo ::) Ml ::) ... ::) M. = 0 be a composition 
series of the module M and U; = Md Mi+1 its simple factors. Then, for an 
element a E A, 

• • • 
XM,a(X) = II XUi,a(X); TrM(a) = LTrUi(a); NM(a) = II NUi(a). 

i=1 ;=1 ;=1 

Proof. This follows immediately from the fact that a representation T corre­
sponding to a module M can be brought to the form 

(

T1Ca) 

T(a) = 

* T~J 
where T; is a representation corresponding to the module Ui . 

Corollary 6.3.2. If an element a belongs to radA, then XM,a(X) 
TrMCa) = NM(a) = 0, where d = [M : Kl. 

o 

Indeed, if U is a simple module, then ua = 0 for all u E U, i. e. a is mapped 
in the corresponding representation to the zero matrix. 
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Proposition 6.3.3. For every extension L of a field K, 

XML,a®l(X) = XM,a(X), TrML (a 01) = TrM(a), NML(a 01) = NM(a). 

Proof. If {ml' m2, ... , md} is a K-basis of M, then {ml01, m201, ... , md01} 
is an L-basis of ML and the matrix of the elements a and a 01 with respect 
to these bases is the same. 0 

As we shall see in the sequel, sometimes it is convenient to consider to­
gether with representations of an algebra A over a ground field K also its 
representations over an extension L of the field K, or, equivalently, represen­
tations of the L-algebra AL, i. e. AL-modules. We shall identify an element 
a E A with the element a01 E AL and write XM,a(X), TrM(a), NM(a) instead 
of XM,a®l(X), TrM(a 01), NM(a 01) for an AL-module M. 

In general, the coefficients of XM,a(X), and in particular, TrM(a), and 
NM(a) are elements of the field L. If they belong to K for every element 
a E A, we call the module M proper (using this ad hoc term only in the 
present section). 

A trace form on an algebra A corresponding to an A-module M is the 
function B M( a, b) = Tr M (ab) with a, b E A. In view of the properties of the 
trace, B M is a symmetric bilinear form on the space A. The discriminant of 
the form B M, i. e. the element 

TrM(alal) TrM(ala2) 

L1M = TrM(a2aI) TrM(a2a2) 

TrM(alan) 

TrM(a2 an) 

TrM(anaI) TrM(ana2) ... TrM(anan) 

where {al' a2, ... , an} is a basis of A, is called the discriminant of the mod­
ule M. Clearly, L1M is defined up to a square of a non-zero element of K. If the 
form is non-degenerate, i. e. if L1M =F 0, we call the module M non-degenerate. 

The preceding definitions allow us to formulate the following criterion of 
separabili ty. 

Theorem 6.3.4. A K -algebra A is separable if and only if there exists a non­
degenerate AL-module M for some extension L of the field K. Moreover, the 
field L can be chosen separable and the module M proper. 

Proof. If a E radAL, then, by Corollary 6.3.2, BM(a,b) = TrM(ab) = 0 for 
every b E AL and the form BM is degenerate. Hence, if M is a non-degenerate 
AL-module, then the algebra AL is semisimple. Now, Proposition 6.3.3 implies 
that the discriminant of the AF-module M is equal to L1M for any extension 
F of the field L. This means that MF is a non-degenerate AF-module and the 
algebra AF is semisimple. Hence AL and, by Corollary 6.1.7, also the algebra 
A is separable. 

Conversely, let the algebra A be separable and L be its splitting field. 
Then AL ~ Al X A2 X .•• x As, where Ak = MnkCL). Let Uk be a simple 
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Ak-module. Then, for every matrix ak E Ak, the polynomial XUk,ak(x) is 
a characteristic polynomial of the matrix ak. Denote by M the direct sum 
U1 ffi U2 ffi ... ffi Us. By Proposition 6.3.3, the polynomial XM,b(X), where b = 
(aI, a2, ... , as) belongs to Al X A2 X ... X As, is a product of the characteristic 

s 
polynomials ofthe matrices ak. In particular, TrM(b) = L trak and NM(b) = 

k=l 
s 

IT det ak . Considering the basis of AL consisting of the matrix units e~j (here, 
k=l 
k = 1,2, ... ,s indicates the component index and i,j = 1,2, ... ,n), we have, 
trivially, Tr M (e~i) = 1 and Tr M ( e~j) = 0 for i =1= j. From here, 

T ( k l) _ {I if k = I!, i = t and j = r, rM e··e t -
'J r 0 otherwise. 

Thus, there is precisely one 1 in every row and every column of the deter­
minant LlM and all other entries are O. We conclude that LlM = ±1 =1= 0 and 
the module M is non-degenerate. 

The fact that L can be chosen separable follows from Corollary 6.1.3. We 
are going to show that M is proper, i.e. that the coefficients of XM,a(X) be­
long to the field K for every a E A. First, observe that XM,a(X) does not 
depend on the choice of the splitting field L: This is a consequence of Propo­
sition 6.3.3 for every field containing Lj if F is any other splitting field, then 
one can always construct a field containing both F and L. Therefore, in view 
of Proposition 5.4.5, L can be assumed normal. Write G = G(L/ K). 

The group G acts on the algebra AL by the formula 0'( a ® A) = a ® 0'( A), 
where a E A, A E L. We are going to show that for an element b E A L , 

(6.3.1) 

where 0' (f( x» denotes the polynomial whose coefficients are O'-images of the 
coefficients of f( x). Once this formula is established, we obtain, for arbitrary 
a E A, that 0' (XM,a(X» = XM,O'(a)(x) = XM,a(X) and therefore, by Theo­
rem 5.4.4, all coefficients of XM,a(X) lie in the field Kj thus, M is a proper 
module. 

In order to establish (6.3.1), note first of all, that if b = (aI, a2, ... ,as) E 
AL, then XM,b(X) = XM,bl(X), where b' = (atllat2, ... ,at,) for any permuta­
tion (t l , t2, . .. , ts) of (1,2, ... , s). Since AL = O'(Ad X 0'(A2) X ... x O'(As), it 
follows by Theorem 2.5.2 that O'(Ak) = Atk for a permutation (t l , t2,"" ts). 
In particular, nk = nh' Denote by O'k the restriction of 0' to Ak and con­
sider the isomorphism Cik : Ak -+ Atk mapping the matrix (Aij) to the matrix 
(0' (Aij». The composition Ci;l O'k is an automorphism of the algebra Ak which 
is identical on its center L. By the Skolem-Noether theorem (or, rather, Corol­
lary 4.4.3) this is an inner automorphism and thus Ci;IO'k(a) = ukau;l for 
some Uk E A k. Therefore O'k(a) = vkCik(a)v;l, where Vk = Cik(Uk) and 0' has, 
up to a permutation of components, the form 
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Now, the characteristic polynomial of the matrix uk(ak) and therefore 
also of the matrix vkuk(ak)v;;l is obviously obtained by applying a to the 
coefficients of the characteristic polynomial of the matrix ak, and the required 
formula (6.3.1) follows. The proof of the theorem is now complete. 0 

Let us remark that making use of an extension of the ground field in 
Theorem 6.3.5 is essential. In Exercise 9, an example of a separable algebra A is 
given such that every A-module is degenerate. If the field I< is of characteristic 
o or if the algebra A is commutative, then a non-degenerate A-module always 
exists (see Exercise 6 and Example 1 below). 

The polynomial XM,a(X), where M is the module constructed above, is 
called the principal polynomial of the element a E A and is denoted by Pa(x). 
The trace TrM(a) and the norm NM(a) are called, respectively, the principal 
trace and the principal norm of the element a and are denoted by Tr( a) and 
N(a). If there is a need to specify the algebra, one writes PA/K,a(X), TrA/K(a) 
and NA/K(a). The bilinear from B(a, b) = Tr(ab) is called the principal trace 
form and its discriminant .d( AI I<) the discriminant of the separable algebra A 
(recall that it is determined up to the square of a non-zero element of I<). In 
the course of the proof of Theorem 6.2.4, we have established the following 
fact. 

Theorem 6.3.5. The coefficients of a principal polynomial, and in particular 
the principal trace and the principal norm, belong to I<. The principal trace 
form of a separable algebra is always non-degenerate, i. e . .d(AI I<) =1= O. 

In addition, since M is a proper module and every matrix is a root of its 
characteristic polynomial, we get the following proposition. 

Proposition 6.3.6. Every element of a separable algebra is a root of its prin­
cipal polynomial. 

Furthermore, let us remark that the structure of M and the formula 
(A ® F) ®F L ~ A ® L for L :J F, immediately imply the following statement. 

Proposition 6.3.7. For every element a E A, and every extension F of I<, 

Now, we present two examples of computation of the principal polynomial. 

Examples. 1. Let F be a separable extension of a field I<. Then, for any 
splitting field L, F®L ~ Ln, where n = [F : I<], and the principal polynomial 
coincides with the characteristic polynomial of the regular module. Clearly, 
this holds also for any commutative separable algebra A. 

2. Let A be a central simple algebra of dimension d?-, and L its maximal 
subfield. Then A ® L ~ Md(L) and Pa(x) is the characteristic polynomial of 
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the matrix corresponding to the element a 01. If Xa(X) is the characteristic 
polynomial of the regular module, then Xa(x) = (Pa(x))d because the regular 
AL-module is a direct sum of d simple modules. In particular, NA(a) = (N(a))d 
and Tr(a) = dTr(a). 

Exercises to Chapter 6 

1. Given two modules M, N over an algebra A and an extension L of the ground 
field, prove that HomAL{ML, NL) ~ HomA{M,N) 0 L. (Hint: One may use 
the theorem on the structure of solutions of a homogeneous system of linear 
equations. ) 

2. Call an A-module M separable if the AL-module ML is semisimple for every L. 
Prove that M is separable if and only if Mis semisimple and the algebra EA{M) 
is separable. 

3. Find necessary and sufficient conditions in order that 
a) the algebra AL be simple for any L; 
b) the AL-module ML be simple for any L (such a module is called absolutely 

simple, and the corresponding representation absolutely irreducible). 

4. Let F be a field of characteristic 2, K = F{t) the field of rational functions 
over F, A = K[x]/{x4 - t2 ). Find R = rad A and AIR. Verify that A has 
no subalgebra isomorphic to AIR. Construct a similar example for a field of 
arbitrary characteristic p > o. 

5. Let F and K be defined as in the previous exercise, L = K[x]/{x2 - t) and A 
be the L-algebra with a basis {l,r}, r2 = O. Considering A as a K-algebra, 
establish that Alrad A ~ L and find two distinct subalgebras of A isomorphic to 
L (since A is commutative, these subalgebras are not conjugate in A). Construct 
a similar example for a field of arbitrary characteristic p > O. 

6. Prove that an algebra A over a field of characteristic 0 is semisimple if and only 
if its regular A-module is non-degenerate. 

7. Using the result of the preceding exercise, deduce that there is a polynomial 
F{xfj) with integral coefficients in n3 variables X~j, i,j, k = 1,2, ... , n, such 
that an algebra A over a field of characteristic 0 with structure constants l't is 
semisimple if and only if Fbt) ::j: O. 

8. Let K be a field of characteristic p and A = Mp{K). Verify that the regular 
A-module is degenerate. Carryover this result to an arbitrary central simple 
K-algebra of dimension p2. 

9. If D is a central division algebra of dimension p2 over a field of characteristic p, 
prove that every D-module is degenerate (an example of such a division algebra 
is in Exercise 27 to Chap. 5). Thus, in Theorem 6.3.4 it is, indeed, necessary to 
consider AL-modules and not only A-modules. 

10. Let A be an algebra over a field K with a basis {at, a2, ... ,an} and structure 
constants l't. Consider the algebra A over the field F = K(tt, t2, ... , tn) of 
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rational functions in n variables with the same basis and structure constants. l1 
n 

Let ii = L:: iiai and P(x, iI, i2, ... , t n ) = ma(x) be the minimal polynomial of 
i=l 

the element ii (obviously, this is a polynomial in n + 1 variables x, h, t2, . .. , in). 
n 

If a = L:: lXiai is an arbitrary element of the algebra A, then the polyno-
i=l 

mial PA,a(X) = P(X,lXl,lX2, ... ,lXn) is called the principal polynomial of the 
element a. 
a) Prove that PA,a does not depend on the choice of a basis of the algebra A. 
b) Verify that PAL,a®l(X) = PA,a(X) for every extension L of the field K. 
c) Establish that for a separable algebra A, the present definition of a principal 

polynomial coincides with the one given in Sect. 6.3. 

11. Keep the notation and definitions of the previous exercise. If P A,a = xm + 
PlXm - l + ... + Pm, Pi E K, put TrA/K(a) = -PI and NA/K(a) = (-I)mpm, 
and call them the principal trlice and the principal norm, respectively. 
a) Verify that the principal trace is a linear form on the space A and that 

TrA/K(ab) = TrA/KCba) and NA/K(ab) = NA/K(a)NA/K(b). 
b) Prove that an algebra A is separable if and only if the bilinear form 

TrA/K(ab) on the space A is non-degenerate. 

12. Let L be an extension of a field K. If a is an element of an L-algebra A, prove 
that 

PA/K,a(X) = NL(x)/K(x) (PA/L,a(X)), TrA/K(a) = TrL/K (TrA/da)) , 

NA/K(a) = NL/K (NA/da)). 

13. Prove that if an ideal I of an algebra A has a basis consisting of nilpotent 
elements, then I C rad A. (Hint: Use the fact that the trace of a nilpotent 
matrix is 0.) 

14. Prove that if A/rad A is separable, then rad CA ® B) = rad A ® B + A ® rad B. 

11 We can define the tensor product of infinite dimensional algebras and see easily 
that A = A ® F. 



7. Representations of Finite Groups 

In this chapter we shall apply the general theory of semisimple algebras and 
their representations to obtain basic results of the classical theory of repre­
sentations of finite groups. 

7.1 Maschke's Theorem 

A representation of a group G over a field K is a homomorphism of this 
group into the group GL(V) of all invertible linear transformations of a vector 
space V over the field K. In other words, a representation T assigns to every 
element 9 EGan invertible linear operator T(g) E GL(V) in such a way 
that T(g h) = T(g )T( h) for all g, h E G. As in the case of representations of 
algebras, the concepts of similarity, reducibility, indecomposability, etc. are 
defined for group representations. In fact, the study of representations of a 
group G is equivalent to the study of representations of its group algebra (see 
Sect. 1.1, Example 6). 

Recall that a basis of the group algebra KG consists of the elements of the 
group G with multiplication given by the group product. If T: KG -+ E(V) 
is a representation of the group algebra and 9 E G, then T(g)T(g-l) = 
T(gg-l) = T(l) = 1. Therefore T is an invertible transformation and thus, 
restricting T to G, we get a representation of the group G. Conversely, let 
T : G -+ GL(V) be a representation of the group G. We extend T to the 

algebra KG "by linearity" defining T( L: agg)= L: agT(g). Evidently, we 
gEG gEG 

obtain a representation T : KG -+ E(V) whose restriction to G coincides 
with the original representation. Thus, group representations and group alge­
bra representations are essentially the same. 

In this chapter, all groups under consideration will be finite. The following 
remarkable result, known as Maschke's theorem, plays a decisive role in the 
theory of representations of finite groups. 

Theorem 7.1.1. If K is a field whose characteristic does not divide the order 
of the group G, then the group algebra KG is separable. 

Proof. In view of Theorem 6.3.4, it is sufficient to show that there is a non­
degenerate KG-module. In fact, in our situation, the regular KG-module is 
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non-degenerate. Indeed, consider the basis {gl, g2, ... , g,,} of the algebra KG 
consisting of all elements of the group G (the order of G equals n). If 9 =l­
I, then gig =I- gi for all i = 1,2, ... , n and therefore Tr(g) = 0 (here, Tr 
denotes the trace of the regular representation). On the other hand, Tr(l) = 
[KG: K] = n. Hence, Tr(gigj) = 0 for gj =I- gil and Tr(gigj) = n for gi = 
gil. Consequently, each'row and each column of the discriminant L1 of the 
regular representation has exactly one non-zero element (note that n = nl =I- 0 
since K is of characteristic 0 or prime to n). This implies that L1 =I- 0 (in fact, 
L1 = ±n") and the algebra KG is separable. 0 

Corollary 7.1.2. If K is a field whose characteristic does not divide the order 
of the group G, then every representation of the group G over the field K is 
completely reducible. 

It turns out that a converse to Maschke's theorem holds, as well. 

Theorem 7.1.3. If K is a field whose characteristic divides the order of the 
group G, then the algebra KG is not semisimple, 

Proof. Consider the element 8 = L x of the algebra KG. Obviously, g8 = 
xEG 

8g = 8 for every 9 E G. Therefore 8 belongs to the center of the algebra KG. 
On the other hand, 8 2 = L X8 = n8 = 0 (since the order of G is divisible by 

xEG 
the characteristic of K). According to Corollary 2.2.8, the algebra KG is not 
semisimple. 0 

As a consequence, the theory of group representations splits effectively into 
two fundamentally different theories: classical (when the field characteristic 
does not divide the group order) and modular (when the field characteristic 
divides the group order). In this chapter (with the exception of a few exercises) 
we shall deal only with the classical representation theory. Therefore, we have 
a standing assumption that ]( is a field whose characteristic does not divide 
the order of the group G. 

7.2 Number and Dimensions of Irreducible 
Representations 

Maschke's theorem and the theory of semisimple algebras and their represen­
tations yield relatively easily the following important results on the number 
and dimensions of irreducible representations. 

Theorem 7.2.1. If dl , d2, ... ,dB are dimensions of all (pairwise non-isomor­
phic) representations of the group G over an algebraically' closed field K, then 
di + d~ + ... + d; = n, where n = (G : 1). 
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Proof. By the Wedderburn-Artin theorem (or rather, by Corollary 2.4.4) and 
s 

Theorem 2.6.2, KG ~ II Md;(K), where d},d2 , ••• ,ds are the dimensions of 
i=l 

all irreducible representations of the algebra KG, and thus n = [KG: K] = 
s 
~clf. 0 
i=l 

As before, let the field K be algebraically closed. Then the center of the 
algebra KG is, by Corollary 2.4.2, isomorphic to KS, where s is the number 
of simple components of KG, or equivalently, the number of non-isomorphic 
irreducible representations. Hence, the number of irreducible representations 
and the dimension of the center of the algebra KG are equal. But an element 
a = ~ itxX belongs to the center of KG if and only if ga = ag, i. e. gag- l = a, 

xEG 
for every 9 E G. Since gag- l = ~ itx(gxg- l ), this means that the coefficients 

xEG 
of x and gxg- l in the element a are equal. 

Recall that the elements x and gxg- l are called conjugate in the group G. 
The group G is partitioned into pairwise disjoint conjugacy classes GI , G2 , 

... , Gs • It follows from the above argument that the elements Ci = ~ x, 
xEC; 

i = 1,2, ... , s, form a basis of the center of the group algebra KG. We can 
therefore formulate the following theorem. 

Theorem 7.2.2. The number of irreducible representations of a finite group 
G over an algebraically closed field K is equal to the number of conjugacy 
classes of the group G. 

Corollary 7.2.3. A group G is abelian if and only if all irreducible represen­
tations of G over an algebraically closed field are one-dimensional. 

Indeed, it is sufficient to remark that a group is abelian if and only if 
every conjugacy class consists of a single element and thus that the number 
of irreducible representations equals, by Theorem 7'.2.2, the group order. Ap­
plying Theorem 7.2.1, we can see immediately that this is possible only when 
all irreducible representations are one-dimensional. 

Corollary 7.2.4. IfG and H are abelian groups of the same order and K is an 
algebraically closed field, then the group algebras KG and K H are isomorphic. 
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7.3 Characters 

Let T be a representation of a group G over a field K and M the corresponding 
KG-module. Then the trace TrM(a) with respect to the module M is defined 
for every element a E KG (Sect. 6.3); it is the trace of the matrix T(a) (in 
any basis). In particular, for every element x E G, we get the field element 
X(x) = TrM(x). The function X : G -+ K is called the character of the 
representation T. If T is irreducible, then X is called an irreducible character. 
The character of the regular representation is called the regular character and 
is denoted by Xreg • 

Proposition 7.3.1. 

() { n for x = 1, 
Xreg x = 0 for x ¥= 1. 

The proof is obvious. 

Proposition 7.3.2. For every character, X(gxg- l ) = X(x). In other words, 
a character is constant on each conjugacy class. 

Proof. For every representation T, T(gxg- l ) = T(g)T(x)T(g)-l, and the 
similar matrices T(x) and T(gxg- l ) have the same trace. 0 

Observe also that, as an immediate consequence of Corollary 2.6.3, we get 
the following theorem. 

Theorem 7.3.3. Let K be a field of characteristic O. Then every representa­
tion is determined uniquely by its character, i. e. equality of characters implies 
similarity of representations. 

Now, let the field K be algebraically closed and Xl, X2, ... ,Xs be all the 
irreducible characters of the group G over the field K. Denote by Xii the 
element Xi(9i), where gi E Ci (Cl, C2 , ••• , C s are the conjugacy classes of the 
group G). The square matrix X = (Xii) is called the character table of the 

s 
group G over the field K. Let us remark that KG ~ EEl diMi, where Mi is 

i=l 
the module of the ith irreducible representation and di = [Mi : Kj; hence, 

s 

Xreg = E diXi. 
i=l 

As we have already pointed out, the elements Ci = E x, i = 1,2, ... s, 
xEGj 

form a basis of the center C of the group algebra KG. On the other hand, 
C ~ KS and therefore, if 1 = el + e2 + ... + es is a decomposition of the iden­
tity of the algebra C, then {el' e2, ... , es } is also a basis of C. Consequently, 

s 
there are elements Qij and fiii in the field K such that Ci = E Qijej and 

i=l 
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s 
ei = I: f3ijCj; and thus the matrices A = (Qij) and B = (f3ij) are reciprocal. 

j=1 
It turns out that the coefficients Qij and f3ij are closely related to the character 
table. 

Proposition 7.3.4. Denote by di the dimension of the irreducible represen­
tation with character Xi and h j the number of elements in the class Cj. Then 

di -1 f3ij = -Xi(gj ), where gj E Cj. 
n 

Proof. Observe that the element ej acts on the jth irreducible representation as 
identity, while the elements ek (k =I- j) act on it trivially. Therefore Xj(ek) = 0 
for k =I- j and Xj(ej) = dj. From here, 

8 8 

Xj(Ci) = Xj(I>ikek) = LQikXj(ek) = djQij. 
k=1 k=1 

On the other hand, Xj(c;) = hiXji and the formula for Qij follows. 
s 

In order to compute f3ij, we use the fact that Xreg = I: diXi. Ob-
i=1 

serve that Xreg(Ckg) = 0 if g-1 1. Ck and Xreg(Ckg) = n if g-1 E Ck (this 
follows from Corollary 7.3.1). Therefore, if gj E Cj, then Xreg(ei9;1) = 

Xreg ( t f3ikCk9;1) = nf3ij . On the other hand, Xreg( eig;1) = t dkXk(eig;1) 
k=1 k=1 

= diXi(9;1) because Xk( eig;1) = 0 for k =I- i and Xi( eig;1) = Xi(g;1). The 
formula for f3ij follows. 0 

Taking into account that the matrices A and B are reciprocal, we obtain 
immediately the following "orthogonality relations" for characters. 

Theorem 7.3.5. 

for i =I- j, 
fori=ji 

for i =I- j, 
for i = j. 

Corollary 7.3.6. A representation T of a group G over an algebraically closed 
field of characteristic 0 is irred1lcible if and only if its character X satisfies 
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Proof. Decompose the representation T into a direct sum of irreducible repre-
s 

sentations. Correspondingly, the character X can be expressed as X = I: miXi , 
i=1 

where XI, X2,· .. ,Xs are irreducible characters. But then 

and this sum is equal to 1 if and only if X = Xi for some i, i. e., in view of 
Theorem 7.3.3, if T is an irreducible representation. D 

If ]{ = <C is the field of complex numbers, then the orthogonality relations 
can be given a slightly different form. To that end, we introduce the following 
lemma. 

Lemma 7.3.7. If X is the character of a d-dimensional representation of a 
group G over the field of complex numbers, then, for every 9 E G, X(g) is 
a sum of d n-th roots of unity and X(g-I) = x(g ), where as usual, z is the 
complex conjugate of ihe number z. 

Proof. Since gn = e, we get (T(g)r = E for every element 9 E G. Since the 
polynomial xn - 1 has no multiple roots, it follows that the matrix T(g) is 
similar to the diagonal matrix 

(

CI C2 0) 
T(g) '" 

o Cd 

where ci = 1. 

From here, X(g) = CI + C2 + ... + Cd and 

o 

o 
This results in 

( -I) -1 + -I + + -I - - + - -() X 9 = cI c2 . . . Cd = CI + C2 + . . . cd = X 9 . 

D 

In particular, Xi(gjl) 
rem 7.3.5 take the form 

Xij and the orthogonality relations of Theo-



1 s {O ;: L hkXikXjk = 1 
k=1 

1 8 {O ;: L XkiXkj = Ilh i 
k=1 

7.4 Algebraic Integers 
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for i =1= j, 
for i = j; 

for i =1= j, 
for i = j. 

In this section we shall need some properties of algebraic integers. Recall 
that an algebraic integer is, by definition, a (complex) root of an equation 
xm + alXm-1 + ... + am = 0 with integral coefficients ai. 

Proposition 7.4.1. A rational number which is an algebraic integer zs an 
integer. 

Proof. Let z be a root of an equation Xffi + alXm-1 + ... + am = 0 with 
integers ai and z = pi q with relatively prime integers p and q > 1. Passing to 
a common denominator, we get pm = - a1Qpm-l - azqZpm-Z - ... - amqm. 
This is impossible because p and q are relatively prime. 0 

The following lemma provides a convenient criterion for a number z to be 
an algebraic integer. 

Lemma 7.4.2. In order that z be an algebraic integer, it is necessary and suffi­
t 

cient that there exist complex numbers Yl, Y2, . .. ,Yt such that ZYi = L aijYj , 
j=1 

where all aij are integers and not all Yi are zero. 

Proof. If z is a root of an integral equation xm + alXm-1 + ... + am = 0, then 
we may take, trivially, Yl = 1, Y2 = Z, ... , Ym = zm-l. 

Conversely, let Yl, Yz , ... ,Yt have the required property. Denote by A the 
matrix (aij) and by Y the column vector whose coordinates are Yl, Y2, ... , Yt . 
Then (zE - A)Y = 0 and thus det (zE - A) = O. However, the determinant 
det (zE - A) = zt +alzt-1 + ... + at, where ai are integral linear combinations 
of products of elements of the matrix A and thus integers. We conclude that 
z is an aigebraic integer. 0 

Corollary 7.4.3. The sum and product of algebraic integers are algebraic 
integers. In other words, the algebraic integers form a ring. 

t 
Proof. Let Yl, Yz, .. ·, Yt be complex numbers such that ZYi = L aijYj (with 

j=1 
r 

integers aij) and y~, y~, ... ,y~ such that Zl yi = L a~j yj (with integers a~j)' 
j=1 
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Then one can see easily that the numbers {Yiyj I i = 1,2, ... , t; J 
1,2, ... ,r} satisfy similar conditions for the numbers z + Zl and ZZI. 0 

Since the roots of unity are obviously algebraic integers, we obtain the 
following corollary of Lemma 7.3.7. 

Corollary 7.4.4. If X is a character of a group G over the field of complex 
numbers, then X(x) is an algebraic integer for every x E G. 

We shall now employ the notation of the previous section. In particular, 
let X = (X ij) be the character table of a group G over the field of complex 
numbers. 

hi 
Theorem 7.4.5. All numbers D:ij = d: Xji are algebraic integers. 

J 

Proof. Note that, for all i and j, CiCj is an element of the center of the algebra 
{;G. On the other hand, CiCj is an integral linear combination of the elements of 
the group G. It follows that CiCj = L: rijkCk , where rijk are integers. Besides, 

k 

CiCj = (2:: D:ipep) (2:: D:jqeq) = 2:: D:;pD:jpep 
p q p 

and Ck = L: D:kpep ; thus CiCj = L: rijkD:kpep and D:ipD:jp = L: rijkD:kp' Writing 
p k,p k 

Z = D:ip, Yj = D:jp (for a fixed p), we can apply Lemma 7.4.2 and conclude 
that D:ip is an algebraic integer. 0 

Corollary 7.4.6. The dimensions di of irreducible complex representations 
divide the order of the group. 

Proof. Rewrite the list of the orthogonal relations of Theorem 7.3.5 to the 
form 

~ hkXik ,'( -1) _ ~ 
L d. X, gk - d' 
k=l I , 

S· hkXik d (-1) lb" 1 h b n. lnce -d-'- = D:ki an Xi gk are age ratc mtegers, a so t e num er -d' IS , , 
an algebraic integer. As a rational number, it must be an integer, as required. 

o 

7.5 Tensor Products of Representations 

In addition to usual module theoretical constructions, one can define yet an­
other operation for group representations, viz. the tensor (or Kronecker) prod­
uct. 
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Let M and N be two modules over the group algebra KG. Considered as 
vector spaces, their tensor product can be endowed with KG-module structure 
by defining (m 0 n)g = mg 0 ng for every element 9 E G. The module 
constructed in this way is called the tensor product of the KG-modules M 
and N and the respective representation of the group G the tensor product of 
the representations corresponding to the modules M and N. 

We are going to compute the character of a tensor product of represen­
tations. Let T be a representation corresponding to a module M which, in a 
basis {Ul' U2, . .. ,Um}, has the form 

T(g) = (:.::~:; .. :::~:; ......... :.:~~:; ) 
'Pml(g) 'Pm2(g) ... 'Pmm(g) 

and S a representation corresponding to a module N which, 111 a basis 
{VI, V2,· .. ,vn }, has the form 

The tensor products Ui 0 Vj, i = 1,2, ... , m; j = 1,2, ... , n, form a basis 
of M0N, and 

(ui0 V j)g = uig0 vjg = (L'Pik(9)Uk) 0 (L1fjc(g)vc) = 
k c 

= L 'Pik(g)1fjC(g)(Uk 0 ve). 
k,C 

Thus, the elements of the matrix (T 0 S)(g) corresponding to 9 in this 
representation12 are all possible products of the elements of T(g) and S(g). 
In particular, 

m n 

Tr(T 0 S)(g) = L L 'Pii(g)1jljj(g) = (TrT(g»)(TrS(g»). 
;=1 j=1 

We have just proved the following proposition. 

Proposition 7.5.1. The character of a tensor product of two representations 
is equal to the product of the characters of these representations. 

12 This matrix is called the Kronecker or tensor product of the matrices T(g) and 
S(g) and is denoted by T(g) (9 S(g). 
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Corollary 7.5.2. Let Xl, X2, ... , XS be the irreducible characters of a group G. 
s 

Then there exist natural numbers nijk such that XiXj = L: nijkXk for any i,j. 
k=l 

Proof. Let Mb M 2, . .. ,Ms be the simple K( G)-modules. Then Mi ® Mj ~ 
ffi nijkMk for some natural numbers nijk and from here, everything follows. 
k 

o 

Now, let G = G 1 X G2 • Every representation T of one of the factors (say, 
of Gd can be considered as a representation of the entire group G if we 
set T(gI, g2) = T(gt). In particular, if T is a representation of Gl and S a 
representation of G2 , we may construct their tensor product T ® S which is a 
representation of the group G and the following theorem holds. 

Theorem 7.5.3. Let K be an algebraically closed field. If T is an irreducible 
representation of G l and S an irreducible representation of G2, then the rep­
resentation T ® S is an irreducible representation of G = Gl X G2 and every 
irreducible representation of the group G is obtained this way. 

Proof. Let M be the KGl-module and N the KG2-module corresponding 
to the representations T and S, respectively. Since K is algebraically closed, 
EKG1 (M) = EKG 2 (N) = K and, by Theorem 2.6.7, the linear map u I-t ua 
(u E M) attached to every a E KG l defines an epimorphism of the algebra 
KG l onto E(M). 

Choose a basis {Ul' U2, . .. ,um } of the module M and consider a non-zero 
m 

element x = L: Ui ® Vi , with Vi EN, from M ® N. Without loss of generality, 
;=1 

r 

assume that VI f. O. Let a = L: ajgj, aj E K, gj E Gl be an element of KGl 
j=l 

such that the corresponding endomorphism of M maps Ul in'to a prescribed 
element U and all the other U2, U3, ••• ,Um into zero. Then 

r m r m 

X Laj(gj, 1) = LLajUigj ®Vi = Lu;a®vi = U ®Vl· 
j=l i=l i=l i=l 

Similarly, given v E N, there is an element b E KG such that (u®vl)b = u®v. 
Consequently, the submodule generated by the element x is the entire M ® N, 
i. e. M ® N is a simple module. 

Two elements (g1, g2) and (g~ , g~) are conjugate in the group G = Gl X G2 
if and only if gl and g~ are conjugate in Gl and g2, g~ are conjugate in G2'; 
Therefore, if Cl , C2 , ••. , C 8 are the conjugacy classes of Gl and D l , D 2 , ••• , D t 
are the conjugacy classes of G2 , then Ci x Dj, i = 1,2, ... , s; j = 1,2, ... , t, 
are the conjugacy classes of G1 x G2 . In particular, the number of these classes 
is st, and therefore, if we show that, for simple modules, the isomorphism 
M ® N ~ M' ® N' implies M ~ M' and N ~ N', we can conclude, in view of 
Theorem 7.2.2, that every simple KG-module has the form M ® N. 
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Denote by X, x', ~ and e the characters corresponding to the modules M, 
M', Nand N', respectively. Without loss of generality, let M 1:- M'. Choose a 
representative gi in the class Gi, Ii in the class D j , and let ni be the number 
of elements in Gi, hi in the class G i and kj in the class Dj. Then the number 
of elements of G is nl n2 and the number of elements in the class Gi x Dj is 
hikj ; moreover, (gi, Ii) is a representative ofthe class Gi x Dj . The character 
corresponding to M 0 N is X~ and the character corresponding to M' 0 N' is 
X'e. Then 

and thus, in view of Theorem 7.3.5 and the fact that X~ and X' e are irreducible 
characters, X~ f. X' e and hence ~M 0 N 1:- M' 0 N'. The proof is completed. 

o 
Thus, if we know the representations of the groups G 1 and G2 , we can 

construct all representations of the direct sum G1 x G2 . 

We shall apply the construction of the tensor product of representations 
to prove the following result which strengthens Corollary 7.4.6. 

Theorem 7.5.4. Let G be the center of a group G. The dimension of every 
irreducible representation of G over the field of complex numbers divides the 
index (G : G). 

Proof. Let d be the dimension of an irreducible representation T and M the 
corresponding module. 

If 9 E G, then T(g) commutes with all matrices of the representation T 
and, by Schur's lemma, it is scalar: T(g) = )..(g )E. Consider the representation 
Tm of the group G x G x ... x G given by M 0 M 0 ... 0 M (m times). If 
elements gi belong to G, then Tm(g},g2, ... ,gm) = )..(gJ))..(g2) ... )..(gm)E. 
Thus, in particular, if glg2 ... gm = 1, then Tm(gl,g2, ... ,gm) = E. Now, 
the elements (gl, g2, ... , gm) with gi E G and glg2 ... gm = 1 form a normal 
subgroup H of G x G x ... x G. Consequently, Tm can be interpreted as a 
representation of the quotient group (G x G x ... x G) / H whose order is 
nm /cm- 1 (here n = (G : 1) and c = (G : 1)). Now, by Corollary 7.4.6, the 
dimension dm of the representation Tm divides n m / em-I, i. e. n m / cm - 1 dm is 
an integer for every m. Denoting by q the rational number n/cd, this means 
that cqm is an integer for every m. This is possible only if q is an integer and 
thus d divides n/ c, as required. 0 
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7.6 Burnside's Theorem 

In this paragraph we are going to present an application of the theory of repre­
sentations to establish the existence of normal subgroups and consequently to 
prove the non-simplicity and solvability of certain classes of groups. All along 
this section, representations are considered over the field of complex numbers. 

Let T be an irreducible representation of dimension d of a group G and 
X be its character. According to Lemma 7.3.7, the number X(g) is, for every 
g E G, a sum of d nth roots of unity, where n = (G : 1). Besides, if the matrix 
T(g) is not scalar, these roots are distinct and then 

Denote by CQ the field of rational numbers, by c a primitive nth root of 
unity and L = CQ[c]. Then L is a splitting field of the polynomial xn - 1, and 
thus, by Theorem 5.4.4, a normal extension of the field CQ. Denote by r its 
Galois group. Note that for every element (7 E r and every root ci of 1, (7(Ci) 
is also a root of 1. In particular, (7(X(g)) is also a sum of d roots of unity and 
therefore 1(7 (X(g)) I ::; d. These considerations yield the following result. 

Theorem 7.6.1. Let C be a conjugacy class of G whose number of elements 
h is relatively prime to the dimension d of an irreducible representation T. 
Then either all matrices T(g) (g E C) are scalar or the character X of T 
satisfies x(g) = 0 for all gEe. 

Proof. By Theorem 7.4.5, ~x(g), where gEe, is an algebraic integer. At the 

same time, x(g) is also an algebraic integer. Since d and h are relatively prime, 
there exist integers x and y such that xd + yh = 1. Then 

h yh+xd X(g) 
Z = YdX(g) + XX(g) = d X(g) = d 

is an algebraic integer. If T(g) is not a scalar matrix, we have shown that 
Izi < 1. On the other hand, for every (7 E r, the number (7(z) is an algebraic 
integer (satisfying the same equations as z does) and 1(7(z)1 < 1. Consequently, 
also the number q = IT (7(z) is an algebraic integer and Iql < 1. However, 

O'Er 
evidently, (7(q) = q for all (7 E r and thus q E CQ (by Theorem 5.4.4). In view 
of Proposition 7.4.1, q is an integer, and thus necessarily q = o. Therefore also 
z = 0, as required. 0 

Let us point out that the scalar matrices form a normal subgroup of the 
group of non-singular matrices. Therefore, those elements g E G for which the 
matrices T(g) are scalar, form a normal subgroup N(T) of G. If T is irreducible 
and not one-dimensional, then N(T) =I=- G. These arguments suggest an appli­
cation of Theorem 7.6.1 to establish the existence of normal subgroups. We 
are going to prove two theorems of Burnside in this direction. 
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Theorem 7.6.2. If there is a conjugacy class C # {I} of G whose number of 
elements is h = pt, where p is prime, then G is not simple, i. e. G contains a 
non-trivial normal subgroup. 

Proof. Let Tl , T2"'" Ts be all irreducible representations of G, dl , d2 , .•• , ds 
their dimensio"ns and Xl, X2, ... , Xs their characters. We shall assume that 
Tl (g) = 1 for all g. Then Xl (g) = 1 for all g. If there is yet another one­
dimensional T; , then its kernel is a non-trivial normal subgroup of G. There­
fore, we may assume that di > 1 for all i # 1. 

Let 9 E C. If Tj(g) is a scalar matrix, then again there is a non-trivial 
normal subgroup of G. Otherwise, if d; is not a divisor of p, then X;(g) = 0, 

s 

by Theorem 7.6.1. If all d i divide p, we shall use the formula Xreg = E = djX; 
;=1 

and apply Proposition 7.3.1. We get 

s 

Xreg(g) = 0 = 1 + LdiXi(9) = 1 +pz, 
i=2 

1 
where z is an algebraic integer. Since z - -, we get, in view of Proposi-

p 
tion 7.4.1, a contradiction. The proof of the theorem is completed. 0 

Theorem 7.6.3. If (G : 1) = paqb, where p and q are primes, then the group 
G is solvable. 13 

Proof. The proof will be given by induction on the order of the group G. We 
shall make use of the following well-known results from the theory of finite 
groups: 

a) If the order of G is a power of a prime, then G has a non-trivial center. 
b) If the order of G is divisible by pa, where p is a prime, then there is a 

subgroup of order pa (Sylow's theorem). 
Choose a subgroup H of order pa in G and take 9 # 1 from the center of H. 

Denote by H = {x E G I xg = gx} the normalizer of gin G. Evidently, H :J H 
and therefore (G : H) divides (G : H) = qb. Now, the number of conjugates of 
9 equals (G : 1l) and thus is a power of q. Hence, by Theorem 7.6.2, there is 
a non-trivial normal subgroup N in G. By induction hypothesis, both Nand 
G / N are solvable and therefore G is also solvable. This completes the proof 
of the theorem. 0 

13 Recall that a group G is called solvable if there is a series of subgroups G = Go :J 
G1 :J ... :J G m = {I} such that Gi+1 is a normal subgroup of Gi and the quotient 
group Gi/Gi+1 is abelian for all i = 0,1, ... , m - 1. 
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Exercises to Chapter 7 

Except in Exercises 18-22, J( is always assumed to be a field whose charac­
teristic does not divide the order of the group G. 

1. Let G = {g1, g2, ... , gn} be a finite group, M and N two KG-modules and 
f : M -> N a linear transformation. Prove that the map J : M -+ N given by 
the formula 

- 1 ~ 1 f(m) = -; ~ f(mgi )g; 
;=1 

is a homomorphism of KG-modules. 

2. Derive from Exercise 1 the fact that in this situation every submodule N C Mis 
a direct summand. (Hint: Apply the construction to a projector of the space M 
onto the subspace N and use Theorem 1.6.2.) This result provides a new proof 
of Maschke's theorem, independent of results in Chapter 6. 

3. Establish the isomorphism KG :::::: [{G 1 <9 KG2 if G = G1 X G2 • 

In Exercises 4-6, the field K contains a primitive nth root of unity, where n = 
(G: 1) (Le. K is a splitting field for the polynomial xn -1). The group G is always 
assumed to be abelian. 

4. Prove that the group algebra KG is a split algebra and that the group G has 
n distinct irreducible representations which are all one-dimensional (L e. all are 
homomorphisms G -+ K*, where [e is the multiplicative group of the field K). 

5. Denote by G the set of all irreducible representations of the group G over the 
field K (these are the characters of Gover K). For arbitrary characters It and 
h put (lth)(g) = It(g)h(g), where 9 E G. 
a) Verify that It h is also a character of Gover K and that G is an abelian 

group of order n with respect to this operation. 
b) Prove that, for a fixed element 9 E G, the map y : G -+ K given by the 

formula y(f) = f(g) is a character of the group G. 
c) Prove that the map 6: G -> G given by 6(g) = y is a group homomorphism. 
d) Establish t~at Ker6 = {1}, Le. that 6 is a monomorphism and thus, since 

(G : 1) = (G: 1), that 6 is an isomorphism. 

6. Using the fact that every abelian group G can be written as a direct product 
of cyclic groups, compute explicitly all its characters and show that G :::::: G (in 
contrast to the isomorphism 6 of the previous exercise, this isomorphism depends 
substantially on an explicit decomposition of the group G into a product of cyclic' 
groups). 

7. The subset {e,i,j,k,-e,-i,-j,-k} of the quaternion algebra (see Sect. 1.1, 
Example 4) is called the quatemion group. Verify that these eight elements 

. indeed form a multiplicative group. Find all non-trivial representations of this 
group over the fields of real and complex numbers. (Hint: In the latter case, one 
can use the results of Exercise 3 to Chap. 1.) 
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8. The dihedral group Dn is a group generated by a and b subject to the defining 
relations an = b2 = 1, ba = a-lb. 
a) Prove that Dn is a group of order 2n. 
b) Verify that the correspondence 

a...... n (
COS 2,..k 
sin 2~k 

-sin 2:k) 
cos 2:k ' 

(with an integer k) is a representation Tk of the dihedral group Dn and that 
for different k satisfying the inequality 0 < k < n/2, these representations 
are irreducible and not similar. 

c) Find the one-dimensional representations of the group Dn and prove that 
these representations together with the representations Tk, 0 < k < n/2, 
from part b) constitute all irreducible representations of Dn over the fields 
of complex and real numbers. (Hint: Use Theorem 7.2.1.) 

The following exercises (9-13) deal with the representations of the symmetric 
group Sn, i. e. the group of all permutations of the set {1, 2, ... , n}. Recall some facts 
concerning the structure of this group. The permutation (iI, i2, ... , ik) which maps il 
to i2, i2 to i3, ... , ik to il and all the other numbers into themselves is called a cycle of 
length k. Here, all numbers iI, i2, ... , ik are distinct. In case k = 1, the respective cy­
cle is evidently the identity permutation. Two cycles (iI, i2, ... ,ik) and (iI, j2, . .. ,jt) 
are said to be independent if the sets {iI, i2 , ••• , ik} and {jI, h, ... , jt} are disjoint. 
Every permutation u can be decomposed into a product of non-intersecting cycles 
u = (iu, ... , ilk1 )( i2I , ... , i2k2) ... (in, ... , itk.), where kI + k2 + ... + k t = n; in 
fact, this decomposition is unique (up to an order of the factors since, obviously, 
independent cycles commute). The collection of lengths (kI' k2' ... , k t ) is called the 
cycle type of the permutation u. 

9. Prove that two permutations are conjugate in Sn if and only if they have the 
same cycle type. In this way, a conjugacy class of Sn is uniquely determined by 
a partition of n into a sum of natural summands n = kI + k2 + ... + kt . 

In what follows, we always assume that kI ~ k2 ~ ... ~ k t • Such a cycle type 
is conveniently described by the so-called Young diagram, i. e. an arrangement of n 
cells into t rows with k; cells in the ith row. 

Examples (for n = 5): 

A position on a Young diagram is an arbitrary distribution of the numbers 
{I, 2, ... , n} into the cells of that diagram. The Young diagram corresponding to 
the partition (kI' k2 , ••• , k.) is said to be higher than the diagram corresponding to 
(£I,£2, ... ,£t) if kI > £1, or kI = £1, but k2 > £2, or kI = £1, k2 = £2, but k3 > £3 
etc. (lexicographical order). 
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10. Let Dl and D2 be positions on two Young diagrams, the first of which is higher 
than the second one. 
a) Prove that there are numbers i i= j such that both appear in the same row 

of the first diagram and in the same column of the second diagram. 
b) Prove that for any permutation u, there are transpositions (i. e. cycles of 

length 2) Tl = (il,i2) and T2 = (j1,h) sllch that TIU = UT2 and the numbers 
iI, i2 are in the same row of the position DI and the numbers jl ,j2 in the 
same column of the position D2 • 

H. For a given position D on a Young diagram, denote by PD the set of all per­
mutations which map numbers of a given row only into numbers of that row, 
and by QD all the permutations which map numbers of a given column into the 
numbers of that column. 
a) Verify that PD and QD are subgroups of S .. and that PD n QD = {I}. 
b) Prove that if DI and D2 are positions on the same Young diagram, then 

either there is a pair of numbers i i= j which are in the same row of DI and 
in the same column of D2 , 01' by applying a suitable permutation from PDt 
to DI and a suitable permutation from Q D2 to D2 one obtains the same 
position. 

c) Prove that, for an arbitrary position D and an arbitrary permutation u, 
either there are transpositions TI E PD and T2 E Q D such that Tl U = UT2, 
or U =-{71, where { E PD and 71 E QD, and such a decomposition is unique. 

12. Given a position D on a Young diagram, the element CD of the group algebra 
A = KS .. defined by the formula 

CD = L sgn(71){71, 
~EPD 
qEqD 

where sgn (71) is the signature of the permutation 71 (equal to 1 for 71 even and 
-1 for 71 odd), is called the Young symmetrizer corresponding to D. 
Prove that if U E PD, then UCD = CD and if U E QD, then CDU = sgn (U)CD. 
Conversely, if a E A is an arbitrary element satisfying the above conditions, then 
a = O:CD for some 0: E K. (Hint: Use the result of Exercise H.c).) 

13. Write MD = cDA, where CD is a Young symmetrizeI' and A = KS ... 
a) Prove that EA(MD) = K. (Hint: Use the result of the preceding exercise.) 
b) Under the assumption of Exercise 10, prove that HomA(MDl' MD2) = o. 
c) Deduce the following statement: If D runs through all positions on Young 

diagrams, MD runs through all simple A-modules; moreover, MD, ~ MD2 
if and only if DI and D2 are positions on the same diagram. 

14. Let A = KG, M and N be two arbitrary A-modules and 71 and 'if; the characters 
ofthe corresponding representations. Using the notation of Theorem 7.3.5, prove 
that • 

~ LhkX(9k)'if;(g;1) = dimHomA(M,N). 
k=l 

15. Using Corollary 7.2.3 and 7.4.6, deduce that every group of order p2, where p is 
a prime, is abelian. 

16. Let M be a module over the group algebra KG, and M" the space of all lin­
ear forms on M, i.e. M" = HomK(M,K). Defining (fg)(m) = f(mg- 1) for 
arbitrary f EM", m E M, 9 E G, verify that M* turns into a KG-module. If 
T is the representation corresponding to M, then the representation T* corre­
sponding to M" satisfies T*(g) = T(g-I)" where I denotes the transpose of a 
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matrix. In particular, if X is the character of the representation T and X· the 
caharcter of the representation T·, then X·(g) = X(g-l), and if K = CC, then 
X·(g) = X(g)· 

17. A representation T of a group G over the field of complex (or real) numbers is 
called unitary if all matrices T(g) are unitary. 
a) Prove that every complex (real) representation of a finite group G = 

{gl,g2, ... ,gn} is similar to a unitary one. (Hint: On the corresponding 
module M, choose a scalar product (u, v) turning M into a unitary (Eu-

n 

clidean) space and put (u,v) = L:(ugi,vgi). Then M is a unitary space 
i=l 

with respect to the scalar product (u,v); furthermore, (ug,vg) = (u,v) for 
all 9 E G.) 

b) From here, deduce yet another proof of the fact that every representation 
of Gover IR or over CC is completely reducible. 

c) Considering an infinite cyclic group, show that the conclusions of part a) 
do not hold for infinite groups. 

In the final exercises, we shall assume that the characteristic p of the field K 
divides the order n of the group G. 

18. Let H be a subgroup of G such that the index (G : H) and p are relatively 
prime; let N be a submodule of a KG-module M which, as a K H-module has a 
complement. Prove that N has a complement as a KG-module. (Hint: Choose 
representatives of the cosets of H in G and proceed as in Exercise 1 and 2.) 

19. Assume that G is a p-group, i. e. n = pl:. Write I = {L: agg I L: ag = O}. 
geG 9 

Prove that I = radKG and KGII::::= K. (Hint: Use the results of Exercise 13 
to Chap. 6.) 

20. a) Let M be an irreducible representation of a p-group G. Prove that [M : K] 
= 1 and mg = m for all m E M, 9 E G. 

b) Prove that every representation of Gover K is similar to a unipotent tri­
angular representation, i. e. to a representation of the form 

T(g) = (01 1 *1) 
c) Deduce from part b) that every finite p-group G is isomorphic to a group 

of unipotent upper triangular matrices over the field of integers modulo p. 
d) Prove that every finite p-group G is nilpotent, i. e. there is a chain of normal 

subgroups G = Go :J G1 :J ... :J Gk = {I} such that the factor group 
Gi+llGi is in the center of G IGi for each i = 1,2, ... , k. 

21. Describe the indecomposable representations of a cyclic p-group over a field of 
characteristic p; check that the number of these representations equals the order 
of the group. 

22. Let G be a non-cyclic group of order p2 (i. e. a direct product of two cyclic groups 
of order pl. For arbitrary even d, construct an indecomposable representation 
of dimension d of the group G. (Hint: If a and b are generators of the cyclic 
summands of G. set 
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( (E E) (E X) T a) = 0 E ' T( b) = 0 E ' 

where E is a unit and X an arbitrary matrix.) If K is infinite, verify that there 
is an infinite number of non-similar representations of dimension d of the group 
G. Translate this result to an arbitrary non-cyclic p-group. 

23. Let G be a direct product of three cyclic groups of order p with generators a, b 
and c. Taking 

T( a) = (~ ~), T( b) = (~ ~), T( c) = (~ ~), 

where X and Yare arbitrary square matrices, we get a representation T = Tx,Y 
of the group G; moreover, Tx,Y and Tx',y' are similar if and only if the pairs of 
matrices X, Y and X', Y' are similar, i. e. ifthere is a matrix C such that X' = 
CXC-1 and Y' = CYC-I. Let us remark that S.A. Krugljak has constructed 
for p > 2 a representation SX,Y for an arbitrary non-cyclic p-group G which 
depends on a pair of matrices X, Y and such that SX,Y and Sx' ,Y' are similar if 
and only if the pairs of matrices X, Y and X', Y' are similar. The classification of 
pairs of matrices with respect to similarity is one of the most difficult problems 
of linear algebra which has not been solved so far. 
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In Sect. 2.3 we have noted that modules over a division algebra D and modules 
over the simple algebra Mn(D) are "equally structured". Results of Sect. 2.6 
show that, in general, modules over isotypic semisimple algebras possess the 
same properties: such modules have isomorphic endomorphism rings, etc. In 
Sect. 3.5 these results have been extended to projective modules over arbitrary 
isotypic algebras (Lemma 3.5.5). It turns out that one can remove the require­
ment ofprojectivity: All modules over isotypic algebras are equally structured. 
However, in order to formulate this statement properly, it is necessary to intro­
duce a number of concepts which presently play an important role in various 
areas of mathematics. Above all, it is the concept of a category and a functor, 
as well as the notion of an equivalence of categories, which appears to be a 
mathematical formulation of the expression "equally structured". 

The Morita theorem which we are going to prove in this chapter just 
asserts that two algebras are isotypic if and only if their module categories are 
equivalent. Techniques applied to proving the theorem (tensor product, exact 
sequences) turn out to be useful also for many other problems. In particular, 
in Sect. 8.5 we shall construct the tensor algebra of a bimodule generalizing 
the concept of the path algebra of a diagram and playing a similar role in 
describing non-semisimple algebras (which are not necessarily split). 

8.1 Categories and Functors 

A category C consists of the following data: 
1) a set ObC whose elements are called the objects of the category C; 
2) a set MorC whose elements are called the morphisms of the category C; 
3) there is an ordered pair of objects (X, Y) of the category C associated 

with every morphism f E MorC (we write f : X -. Y and say that f is a 
morphism from the object X to the object Y; X is the initial object and Y 
is the terminal object of the morphism f; the set of all morphisms from X 
to Y is denoted by Hom( X, Y) or, if one needs to specify the category, by 
Homc(X, Y)); 

4) for every triplet of objects X, Y, Z E ObC and every pair of morphisms 
f : X -. Y and 9 : Y -. Z there is a uniquely defined morphism 9 f : X -. Z 
which is called the composition or product of the morphisms f and g; 
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5) multiplication of morphisms is associative, i. e. for every triplet of 
morphisms f, g, h we have h(g f) = (hg)f, provided that the products are 
defined; 14 

6) for every object X E ObC, there exists a morphism Ix E Hom(X,X) 
such that fIx = f and lxg = g for all morphisms f : X -+ Y and g : Z -+ X. 

It is easy to see that a morphism Ix with the above properties is unique. 
It is called the identity morphism of the object X. 

Examples of Categories. 1. The category Sets of sets. Objects of this category 
are sets and morphisms f : X -+ Y are maps of the set X into the set Y. 
Composition of morphisms is the usual composition of maps. It is evident that 
all category axioms are satisfied. IS 

2. The category Gr of groups. Objects of this category are groups, mor­
phisms f : X -+ Y are homomorphisms of the group X into the group Y and 
composition is the usual product of homomorphisms. 

3. The category of vector spaces over a field K (denoted by Vect or, spec­
ifying the field, by Vect I(), the category of K -algebras Alg (or Algl(), the 
category mod-A of right modules and the category A-mod of left modules over 
the algebra A, etc. are defined analogously. In all these examples, morphisms 
are some maps of the sets with the usual composition. However, the following 
examples show that there are categories of a different kind. 

4. Every semigroup P (with identity) can be regarded as a set of morphisms 
of a category consisting of a single object. Here, composition of morphisms 
naturally coincides with their product in the semigroup P. 

5. The category Mat of matrices. Objects of this category are natural 
numbers; the set of morphisms Hom( m, n) is defined to be the set of all n x m 
matrices with entries from a field K. Composition of the morphisms is the 
usual product of matrices. Here a verification of all axioms is also trivial. 

6. Let M be a partially ordered set. Consider it as the set of objects of 
a category in which Hom(x, y) consists of a single element when x S y and 
it is empty otherwise. Composition of the morphisms is defined in a natural 
manner. 

7. The path category. Let V be a diagram (see Sect. 3.6). One can associate 
with V the following category C'D. Put ObC'D = V and for i,j E V, let 
Hom(i,j) be the set of all paths from i to j. Composition of the paths is 
defined, as in Chapter 3, by concatenation and 1; is the "empty" path with 
both starting and terminal object at i (see Chap. 3). Again, we get a category 
which is called the path category of the diagram V. 

14It is easy to see that if one of the sides of this equality is defined, so is the other; 
this happens if and only if the terminal object of f coincides with the initial object 
of 9 and the terminal object of 9 with the initial object of h. 

150f course, in this definition Ob(Sets) and Mor(Sets) are not sets. However, for 
all practical purposes this is not essential: We can always restrict ourselves to 
the subsets of a fixed set (and their maps). This remark also refers to the other 
analogous examples. 
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8. The dual category. For any category C, one can construct a new cate­
gory Co in the following way: ObCo = ObC, MorCo = MorC and the initial 
(terminal) object of a morphism f in the category Co is its terminal (initial) 
object in the category C. The product gf in the category Co is defined to be 
the product fg in the category C. The category Co is said to be dual (opposite) 
to the category C. Evidently, Coo = C. 

In order to avoid any confusion, objects and morphisms of the category 
Co are usually marked by a little circle: XO, r, etc. Then the above defi­
nitions can be written in the form ObCo = (ObC)O, MorCo = (MorC)O, 
Homc'(Xo,YO) = Homc(Y,X)O and gar = (fg)o. 

In every category one can define the concept of an isomorphism. Indeed, 
a morphism f : X -+ Y is said to be an isomorphism if and only if there is 
a morphism f- 1 : Y -+ X such that f- 1 f = Ix and ff- 1 = ly. Evidently, 
these conditions define the morphism f- 1 uniquely. The morphism f- 1 is 
called the inverse of f. Of course, f- 1 is also an isomorphism and (f-l )-1 = f. 
Moreover, it is easy to see that a composition of isomorphisms f and 9 (if 
defined) is again an isomorphism and that (g f) -1 = f- 1 g-1 . 

As much as the concept of a homomorphism plays an important role in the 
study of groups, algebras and modules, a central concept of category theory 
is that of a functor. 

A functor F from a category C to a category V is a pair of maps 
Fob: ObC -+ ObV and Fmor : MorC -+ MorV satisfying the following condi­
tions: 

1) if f : X -+ Y, then Fmor(f) : Fob(X) -+ Fob(Y); 
2) Fmor(1x) = I Fob(x); 
3) if gf is defined, then Fmor(gf) = Fmor(g)Fmor(f). 

Usually, instead of Fmor(f) and Fob(X) one simply writes F(f) and F(X). 

Examples of functors. 1. Let C be a category. Fix an object X E ObC and 
construct the functor hx : C -+ Sets in the following way. If Y E ObC, 
define hx(Y) = Hom(X, Y). If f : Y -+ Z, then hx(f) is the map of the 
sets Hom(X, Y) -+ Hom(X, Z) assigning to every morphism 9 : X -+ Y the 
morphism fg : X -+ Z. The conditions 1) and 2) are satisfied trivially and 3) 
follows from the associativity of multiplication of morphisms.16 

If C = mod-A (or A-mod), where A is an algebra over K, then all sets 
Hom(X, Y) are vector spaces over K and one can see easily that, for any f, 
the map hx(f) is a homomorphism. Therefore hx can be considered in this 
case as a functor to the category Vect of vector spaces over the field K. 

2. Forgetful functors. Let C = Gr, V = Sets. Define the functor F : C -+ V 
by F(X) = X and F(f) = f for every X E C and f E MorC. In other 
words, we forget the group structure on X and consider X simply as a set 
and homomorphisms as set maps. This functor is called the forgetful functor 
from the category of groups to the category of sets. 

16The reader not familiar with category techniques is advised to verify the conditions. 
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In a similar way, we may construct a variety of examples of forgetful 
functors taking for C a category of sets with "more" structure and for V a 
category of sets with "less" structure. 

Take, for example: a) C = AlgK , V = VectK; b) C = mod-A, V = Vect; 
c) C = AlgL , V = AlgK , where L is an extension of the field g, etc. 

3. Let A be an algebra, B = Mn(A). Construct a functor G : mod-A -+ 

mod-B in the following way. For every A-module M, put G(M) = nM. We 
endow G(M) with a B-module structure in a natural way: Considering an 
element x E G(M) as an n-dimensional vector with coordinates from M, define 
xb for b E B using the ordinary matrix multiplication rule. If f : M -+ N is 
an A-module homomorphism, define G(f) : G(M) -+ G(N) coordinatewise: 
For x = (XI,X2, ... ,Xn) we put G(f)x = (fxl,jX2, ... ,fxn ). It is easy to 
verify that G(f) is a homomorphism of B-modules and that this construction 
indeed defines a functor. 

4. If L is an extension of a field g, then it is possible to construct a functor 
F: AlgK -+ AlgL defining F(A) to be the L-algebra AL = A 0 L and F(f), 
where f : A -+ B, to be the L-algebra homomorphism f 01: AL -+ BL. 

5. Let C be a semigroup with identity regarded as a category with a single 
object (Example 4 of a category). Let us clarify the meaning of a functor from 
the category C into the category VectK . Since ObC consists of a single element, 
Fob is determined by a single vector space V. Then, for every element a of 
the semigroup, F(a) E E(V); moreover, F(l) = Iv and F(ab) = F(a)F(b). 
Hence, Frnor is a representation of the semigroup C on a vector space V. 

6. If Co is the dual (opposite) category of a category C, the functors 
F : Co -+ V are called contravariant functors from the category C to the 
category V (and in order to emphasize that it preserves the direction of ar­
rows, the ordinary functors from C to V are called covariant functors). Since 
there is a one-to-one correspondence between ObCo and ObC, and also be­
tween MorCo and MorC, the maps Fob and Frnor for a contravariant functor 
can be interpreted also as maps ObC -+ ObV and MorC -+ MorV. However, 
then the axioms in the definition of a functor take on the following form: 

1°) if f : X -+ Y, then F(f) : F(Y) -+ F( X) (i. e. F "reverses the 
arrows"); 

2°) F(lx) = IF(X) ; 

3°) F(gf) = F(f)F(g) (i. e. F "reverses the order of the arrows"). 
An important example of a contravariant functor is obtained in analogy 

to Example 1. For a fixed object X E ObC, one can construct the functor 
h'X : Co -+ Sets by setting h'XCYO) = Hom(Y, X) and defining h'X(r) with 
f : Y -+ Z to be the map Hom(Z,X) -+ Hom(Y,X) assigning to a morphism 
9 : Z -+ X the morphism gf : Y -+ X. If C = mod-A (or A-mod), then h'X 
can be interpreted as a functor Co -+ Vect. 

Categories of modules over algebras (and many other categories) have an 
additional structure: they are linear in the following sense. 

A category C is called a linear category over a field g (or g -linear or 
simply linear if there is no danger of misunderstanding) if, for every pair 
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(X, Y) of its objects, the set of morphisms Hom(X, Y) is endowed with the 
structure of a vector space over K and the composition of morphism is K­
linear, i. e. 

(J + g)h = fh + gh, 

f(g + h) = fg + fh and 

(>..f)g = f(>.g) = >.(Jg) 

for any morphisms f, g, h such that the corresponding formulae make sense, 
and for any >. E K. 

Of course, a K-linear category with one object is just a K-algebra (cf. 
Example 4 above). If a category Cis K-linear, then so is its dual Co (with the 
same linear structure). 

A functor F : C -+ 'D between two linear categories is said to be linear 
(K -linear if we need to specify the field K) if 

F(J + g) = F(J) + F(g) and 

F( >..f) = >.F(J) 

for any morphisms f,g such that f + 9 is defined, and for any>. E K. One 
can easily check that for every object X of a linear category C the functors 
hx and h'X (considered as functors to Vect) are linear. 

An important property of linear functors is the fact that they preserve 
direct sums. Namely, we have the following "categorical" characterization of 
direct sums of modules. 

Proposition 8.1.1. M c:::: Ml EEl M2 EEl ... EEl Mn if and only if there exist 
morphisms ik : Mk -+ M and Pk : M -+ Mk for all k = 1,2, ... , n such that 
Pkik = 1Mk , Pkif = 0 if k i £ and i1Pl + i2P2 + ... + inPn = 1M . 

Proof. If M c:::: Ml EEl M2 EEl ... EEl JvIn , we can take for ik and Pk the natural 
embedding Mk -+ M and projection AI[ -+ Mk, respectively. On the other 
hand, given ik and Pk, the homomorphisms 

C)M ~ ,~,M. 
are mutually inverse isomorphisms. o 

Now we are able to define a direct sum of objects M 1 , M2, ... ,Mk of any 
linear category C as an object M such that morphisms ik : Mk -+ M and 
Pk : M -+ Mk satisfying the relations of Proposition 8.1.1 exist. One can 
easily verify (and we recommend to do it) that such M is defined up to an 
isomorphism (in C). 

Corollary 8.1.2 Let F : C -+ 'D be a linear functor between two linear eate-
n n 

gories and M c:::: EEl Mk in C. Then F(M) c:::: EEl F(Mk) in 'D. 
k=l k=l 
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In what follows, all categories and functors will be assumed to be linear 
and we shall use Corollary 8.1.2 frequently without any reference. 

8.2 Exact Sequences 

In what follows, we shall often consider situations when one deals simultane­
ously with a number of modules and their homomorphisms related by various 
conditions. In order to describe such situations, "the language of diagrams 
and exact sequences" becomes very convenient. For instance, let M; and N; 
(i = 1,2,3) be modules and J;: M; --> Ni (i = 1,2,3), g: Ml --> M 2, 
h : M2 --> M 3, g' : Nl --> N2 and h' : N2 --> N3 homomorphisms. In this case, 
we speak about a diagram 01 modules 

(8.2.1) 

The diagram (8.2.1) is called commutative if hg = g' II and fah = h' h· 
In other words, given two paths connecting a pair of modules in the diagram, 
the products of the homomorphisms taken along each of these paths are equal. 
The concept of a commutative diagram in a general case is defined similarly. 
It is clear that such a terminology allows to describe efficiently rather complex 
situations. 

Consider a sequence (finite or infinite) of modules and homomorphisms 

M /.-1 M f; M ... ---+ ;-1 ---+ ; ---+ ;+1 ---+ ... (8.2.2) 

We say that such a sequence is exact at Mi if Ker Ii 1m Ii-I. If the 
sequence (8.2.2) is exact at all M; 's, then it is called exact. 

We are going to give some examples illustrating this terminology. 

Examples. 1. A sequence 0 -+ N .L M (the first morphism is obviously zero) 
is exact if and only if Ker f = 0, i. e. if f is a monomorphism. Similarly, a 
sequence M ~ N --> 0 is exact if and only if g is an epimorphism. 

2. We shall clarify the meaning of a sequence 0 --> N .L M ~ L to be 
exact. As before, since the sequence is exact at N, I is a monomorphism. In 
other words, N can be considered (identifying it with 1m I) as a submodule 
of M. Since it is exact at M, 1m 1= Ker g, and thus N can be identified with 
the kernel of the homomorphism of g. 

Similarly, the fact that a sequence N .L M ~ L --> 0 is exact means 
that g is an epimorphism and L can be identified with the factor module 
M lIm f (this factor module is called the cokernel of the homomorphism f 
and is denoted by Coker I). 
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3. Finally, a sequence 

0---7N ~M ~L---70 

is exact if and only if f is a monomorphism, 9 is an epimorphism and N can 
be identified with a sub module of M and L with the factor module MIN. 

4. Let us reformulate one of the definitions of a projective module (see 
Theorem 3.3.5) in the language of diagrams and exact sequences: A module 
P is projective if and only if every diagram 

whose row is exact can be completed to a commutative diagram 

(recall that exactness means that 9 is an epimorphism and commutativity 
means that f = 9 j). 

An exact sequence 

0---7N ~M ~L---70 

is said to be split if there are homomorphisms 1 : M -+ Nand 9 : L -+ M 
such that If = IN and gg = lL. 

In view of Proposition 1.6.2, it is sufficient to require the existence of 1 
(or g) only; in this case, M can be identified with the direct sum N EB L, f is 
the canonical inclusion N -+ N EB L (mapping x E N into (x, 0)) and g' the 
canonical projection of N EB L onto the second summand. 

Finally, let us formulate a diagram lemma which will be often used in the 
sequel. 

Lemma 8.2.1 (Five Lemma). Let 

Ml it M2 12 M3 
fa 

M4 
f4 

M5 ---7 ---7 ---7 ---7 

~11 ~21 ~31 ~41 ~51 (8.2.3) 

Nl 
91 

N2 
92 

N3 
9a 

N4 
94 

N5 ---7 ---7 ---7 ---7 

be a commutative diagram with exact rows and isomorphisms '-Pi, i = 1,2,4,5. 
Then '-P3 is also an isomorphism. 

Proof. Let x E M3 belong to the kernel of '-P3 , i. e. let '-P3X = O. Then '-P4hx = 

g3'-P3X = 0 and thus, since '-P4 is an isomorphism, hx = 0, i. e. x E Ker h . 
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Now, in view of the exactness at Ma , Ker fa = 1m h . This means that there 
is an element y E M2 such that x = hy. In addition, g2'P2Y = 'Pahy = 
'PaX = o. Thus, 'P2Y E Kerg2 = Imgl, i.e. 'P2Y = glZ for some Z E NI . 
However, 'PI is also an isomorphism and therefore Z = 'PI U with u E MI and 
'P2f1U = gl'PIU = glZ = 'P2Y; from here hu = Y and X = hy = hflU = 0 
(exactness at M 2 ). Consequently, Ker'Pa = 0 and so 'Pa is a monomorphism. 

Now, choose an element a E Na. Since 'P4 is an isomorphism, there is 
b E M4 such that 'P4b = gaa. Moreover, 'Psf4b = g4'P4b = g4g3a = 0 and thus 
f 4b = 0 and b E Ker f4 = 1m fa . Hence b = fac, where c E Ma. Put a = 
a - 'P3C. Since g3'PaC = 'P4faC = 'P4b = gaa, g3a = 0 and a E Kerga = Img2 . 
Thus a = g2d for some d E N 2 . Furthermore, d = 'P2C for c E M 2 . Then 
'P3hc = g2'P2 c = g2d = a and we get a = a + 'PaC = 'Pa(hc + c) E Im'Pa. It 
follows that 'P3 is an epimorphism, and therefore an isomorphism. 0 

The following are the most common applications of the Five lemma. 
1) Given a commutative diagram 

--+ 0 

--+ Na --+ 0 

with exact rows and isomorphisms 'PI and 'Pa , then 'P2 is also an isomorphism. 
This follows immediately from Lemma 8.2.1 if we complete the diagram by 
the (zero) homomorphisms of the zero modules to the form of diagram (8.2.3). 

2) Given a commutative diagram 

MI --+ M2 --+ M3 --+ 0 

~11 ~21 ~31 
NI --+ N2 --+ Na --+ 0 

with exact rows and isomorphisms 'PI and c.p2 , then 'Pa is an isomorphism, as 
well. Clearly, one can complete this diagram to the diagram 

MI --+ M2 --+ M3 --+ 0 --+ 0 

~11 ~21 ~31 1 1 
NI --+ N2 --+ N3 --+ 0 --+ 0 

by the zero homomorphism. 
3) Similarly, given a commutative diagram 

0 --+ MI --+ M2 --+ Ma 

~11 ~21 ~31 
0 --+ NI --+ N2 --+ Na 

with exact rows and isomorphisms 'P2 and 'P3, then 'PI is an isomorphism, as 
well. 
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8.3 Tensor Products 

In this section we shall introduce a new important functor on a module cate­
gory, namely the tensor product of modules. 

Let A be an algebra, M a right and N a left A-module. In the vector 
space M ® N, consider the subspace T generated by all elements of the form 
xa®y-x®ay, where x E M, yEN and a E A. The factor space (M®N)/T 
is called the tensor product of the modules M and N over the algebra A and is 
denoted by M ®A N. Denote by 7r the canonical projection M®N -+ M ®A N. 
The composition of 7r with the bilinear map ® : M x N -+ M ® N (assigning 
to (x, y) the element x ® y) results in a bilinear map ®A : M x N -+ M ®A N. 
The image of (x, y) is x ®A Y = 7r(x ® y). 

The map ®A possesses an additional property which will be called the 
"inner A-bilinearity": xa ®A y = X ®A ay. Moreover, since ® is a universal bi­
linear map, ®A is a universal inner A-bilinear map in the sense of the following 
statement. 

Theorem 8.3.1. Let F : M x N -+ V be an inner A-bilinear map into a 
vector space V. Then there is a unique linear map I : M ®A N -+ V such that 
F(x,y) = I(X®AY) for any x E M and yEN. 

Proof. Since F is bilinear, there is a unique linear map t.p : M ® N -+ V such 
that F(x, y) = t.p(x ® y) for any x E M and yEN (Theorem 4.2.1). However, 
t.p(xa ® y - x ® ay) = t.p(xa ® y) - t.p(x ® ay) = F(xa,y) - F(x,ay) = 0 in 
view of inner A-bilinearity of F. Therefore T C Ker t.p and t.p induces a unique 
map I : M ®A N -+ V such that t.p = 17r, and thus I(x ®A y) = f7r(x ® y) = 
t.p(x®y)=F(x,y). 0 

Obviously, a universal inner A-bilinear map is unique up to a canonical iso­
morphism. The universality permits rather easily to establish basic properties 
of tensor products. 

Proposition 8.3.2. For every pair of A-module homomorphisms I : M -+ M' 
and 9 : N -+ N' there is a unique linear map I ®A 9 : M ®A N -+ M' ®A N' 
such that (f ®A g)(x ®A y) = Ix ®A gy. If l' : M' -+ Mil and g' : N' -+ Nil 
is another pair of homomorphisms, then (f' ® A g')(f ® A g) = 1'1 ® A g' g. 

Proof. Consider the map F : M x N -+ M' ®AN' such that F(x,y) 
Ix ®A gy. It is easy to see that F is an inner A-bilinear map. Therefore, there 
is a unique map I ®A 9 : M ®A N -+ M' ®A N' such that (f ®A g)(x ®A y) = 
F( x, y) = I x ® A gy. The second statement is trivial. 0 

The preceding property allows us to consider tensor product as a func­
tor on a module category. More precisely, let us fix a left A-module Nand 
construct the functor - ®A N : mod-A -+ Vect as follows. Assign to every 
right A-module M the vector space M ®A N and to every homomorphism 
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I : M -+ MI the linear transformation I ® AI: M ® A N -+ MI ® AN. Propo­
sition 8.3.2 shows that the axioms for a functor are satisfied. Similarly, we 
may construct the functor M ®A - : A-mod...:..... Vect (for a fixed right A­
module M). 

The fact that tensor product is a functor enables us to turn sometimes 
M ®A N again into a module. Let, for instance, N be an A-B-bimodule (or, 
as one often says, consider a situation MA , AN B). Then every element bE B 
induces an A-module homomorphism N -+ N assigning to every yEN the 
element yb, and thus a vector space transformation M ®A N -+ M ®A N as­
signing to every x ® A Y the element x ® A yb. Clearly, in this way M ® A N turns 
into a B-module. A similar situation BMA, AN (i. e. M is a B-A-bimodule 
and N a left A-module) defines on M ®A N a left B-module structure by 
b(x ®A y) = bx ®A y. Finally, in a situation BMA , ANC, the tensor product 
M ®A N becomes a B-C-bimodule. This allows to iterate the tensor product 
operation and define (in an appropriate situation) a product of three or more 
modules. As the following statement shows, the order in which the products 
are taken is immaterial. 

Proposition 8.3.3. In a situation M.4 , AN B, BL there is a canonical iso­
morphism 

(M®AN)®BL~M®A(N®BL) 

assigning to (X®AY)®BZ the elementx®A(Y®BZ), 

Proof. Fix an element Z ELand define the map Fz : M x N -+ M ® A (N ® B L) 
by Fz(x, y) = x ®A(Y ®B z). Clearly, this is an inner A-bilinear map and there­
fore there is a unique linear transformation I z : M ® A N -+ M ® A (N ® B L) 
assigning to X®AY the element X®A(Y®BZ). Varying z, we obtain an 
inner B-linear map F : (M ®A N) x L -+ M ®A(N ®B L) assigning to 
a pair (X®AY'Z) the element X®A(Y®BZ), In turn, F defines a unique 
linear transformation I : (M ® A N) ® B L -+ M ® A (N ® B L) such that 
I((X®AY)®BZ) = X®A(Y®BZ), In a similar manner, we can construct 
a linear transformation g : M ®A(N ®B L) -+ (M ®A N) ®B L such that 
9(X®A(Y®BZ)) = (X®AY)®BZ. Since all possible elements of the form 
x ®A(Y ®B z) (respectively, (x ®A y) ®B z) generate the space M ®A(N ®B L) 
(respectively, (M ®A N) ®B L), I is an inverse of g, as required. 0 

We can see immediately that in a situation C1'V[A, AN B, BLD the above 
isomorphism is, in fact, a C-D-bimodule isomorphism. 

We can also establish a relationship between the functors ® and Hom. 
For instance, observe that in a situation BMA ,NAthe space HomA(M, N) 

can be turned into a B-module by (fb)m = I(bm). Similarly, in a situation 
MA, BN A, HomA(M, N) becomes a left B-module and in a situation BMA , 
CNA, it becomes a C-B-bimodule. Moreover, we have the following "adjoint 
formula". 
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Proposition 8.3.4 (Adjoint isomorphism). In a situation MA, ANB, 
LB, there is a canonical isomorphism 

HomB(M ®.4 N, L) -::.. HomA (M, HomB(N, L)), 

'Lssigning to a homomorphism 'P : M ®A N ~ L the homomorphism <p : M ~ 
fIomB(N, L) such that <p( x )(y) = 'P( X ®A y). 

Proof. The fact that <p is an A-module homomorphism is trivial. We shall 
;onstruct an inverse map. Let 'ljJ : Iv! ~ HomB(N, L) be an A-module 
lomomorphism. Then, as we can see immediately, the map M x N ~ L 
lending (x, y) into 'ljJ( x )(y) is an inner A-bilinear map, and therefore de­
lnes a unique map ;r; : M ®A N ~ L such that ;r;(x ®A y) = 'ljJ(x)(y). 
~ow, ;r; is clearly a B-module homomorphism and the constructed maps 
fIomB(M ®A N, L) +=± HomA (M, HomB(N, L)) are mutually inverse isomor­
~~. 0 

An important property of the functors ® and Hom is their "exactness". 

Proposition 8.3.5. 1) A sequence of A-modules 

O--+MI .L.M2 ~M3 

is exact if and only if, for any A-module N, the sequence 

hN(f) )hN(9) ( ) 0--+ HomA(N, M 1 ) --+ HomA(N, M2 --+ HomA N, M3 

is exact. 
~) A sequence of A-modules 

MI.L.M2 ~M3--+0 

is exact if and only if, for any A-module N, the sequence 

(8.3.1) 

(8.3.2) 

(8.3.1') 

h~(~ h~(n 
0--+HomA(M3,N) --+ HomA(M2,N) --+ HomA(M1,N) (8.3.2') 

is exact. 

Proof. Assume that the sequence (8.3.1) is exact. Then f is a monomorphism, 
md if hN(J)('P) = f'P = 0, where 'P: N ~ MI , then also 'P = O. Thus, hN(J) 
.s a monomorphism and the sequence (8.3.2) is exact at HomA (N, Md. Since 
[mf = Kerg, gf = 0, and therefore hN(9)hN(J) = hN(9f) = O. Conse­
luently, ImhN(J) C KerhN(g). Now, let 'P E KerhN(g), where 'P: N ~ M 2. 
[n other words, hN(g)('P) = g'P = O. Then Im'P C Kerg = Imf. In view of 
;he isomorphism MI ~ Imf, 'P can be written as a composition f'ljJ, where 
:f; : N ~ MI. Hence, 'P = hN(J)( 'ljJ) E 1m hN(J) and the sequence (8.3.2) is 
~xact at HomA(N, M2)' 

Conversely, let the sequence (8.3.2) be exact for every N. Taking N = 
Ker f, we see that the map HomA(Ker f, MJ) ~ HomA(Ker f, M 2) is a 
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monomorphism. Thus, if <p is the embedding of Ker f into M I , f<p = 0 and 
<p = O. Therefore Ker f = 0 and f is a monomorphism. 

Now, let N = MI. Then f = fIN = hN(J)(IN) E ImhN(J) = KerhN(g). 
Thus gf = hN(g)(J) = 0 and Imf C Kerg. Finally, taking N = Kerg 
and denoting by <p the embedding of N in M2, hN(g)(<p) = g<p = O. Thus 
<p E KerhN(g) = ImhN(J). Therefore <p = f1/J, Kerg = Im<p C Imf, and the 
sequence (8.3.1) is exact. 

The other statement, 2), is proved similarly. D 

U sing the adjoint isomorphism, we can carryover exactness properties to 
tensor products. 

Proposition 8.3.6. If a sequence of right A-modules 

(8.3.3) 

is exact, then, for any A-B-bimod'ule N, the sequence of B-mod1des 

(8.3.4) 

is also exact. 

Proof. In view of Proposition 8.3.5, we need to verify the exactness of the 
sequence 

for any B-module L. By Proposition 8.3.4, the latter sequence can be rewritten 
as 

o -t HomA(M3' HomB(N,L)) -t HomA(M2' HomB(N, L)) -t 

Hom A (MI , HomB(N,L)) 

and thus its exactness follows immediately from Proposition 8.3.5. D 

The above properties are often expressed by saying that the functor Hom 
is left exact and that 0 is right exact, or more precisely, that hN and hN are 
left exact and - 0A N is right exact. Of course, the functor M 0A - is also 
right exact (a proof is similar to the one of Proposition 8.3.6). 

In conclusion, we record the following simple fact. 

Proposition 8.3.7. The map M -t M 0A A assigning to every m E M 
the element m 0A 1 is an isomorphism of right A-modules. The map N -t 

A 0 A N assigning to every n E N the element 1 0 A n is an isomorphism of 
left A-modules. 

Proof. It is sufficient to observe that the map M x A -t 

(m, a) into ma, is evidently an inner bilinear map and that 
map M 0A A -t M is a homomorphism which is an inverse 
M -t M 0A A under consideration. 

M, sending 
the induced 
of the map 

D 



8.4 The Morita Theorem 147 

8.4 The Morita Theorem 

In this section, we shall establish which algebras A and B have the property 
that their module categories mod-A and mod-B are "equally structured". To 
do that, we have to define first the meaning of being "equally structured", 
that is to say, to define which categories will be considered equal. To try to 
define an isomorphism of categories C and C' as a functor F : C -+ C' which 
possesses an inverse functor G : C' -+ C, i. e. such that G F = Ie and FG = lei, 
turns out to be not satisfactory. First of all, functors which appear naturally 
do not possess, as a rule, this property and secondly, some categories which 
are intuitively "equal" would not be isomorphic according to this definition. 
Take, for example, the category Mat of matrices and the category Vect of 
vector spaces. The situation is quite clear: The category of matrices describes 
the vector spaces "up to an isomorphism" whereas there are many "isomorphic 
copies" of each space in the category Vect. Thus, no bijective correspondence 
between these two categories is possible. 

The following approach utilizing the concept of an isomorphism of func­
tors rather than their equality, appears to be more natural. We are going to 
introduce rigorous definitions. 

Let F and G be two functors from a category C to a category C'. A mor­
phism from the functor F to the functor G is a map cp which assigns to every 
object X E ObC a morphism cp(X) : F(X) -+ G(X) (of the category C'!) 
in such a way that, for every morphism f : X -+ Y of the category C, the 
following diagram commutes: 

F(X) ~ G(X) 

F(f) 1 
F(Y) 

We shall write cp : F -+ G. 

G(f) 1 
~ G(Y) 

If H : C -+ C' is another functor and tP : G -+ H is a functor mor­
phism, then the composition tPCP : F -+ H is defined by setting (tPCP )(X) = 
tP(X)cp(X). It is easy to see that the set of functors from a category C to a 
category C' together with their morphisms forms, with respect to this defi­
nition, a category: the functor category Func(C,C'). In addition, a morphism 
cp : F -+ G is an isomorphism in this category if and only if, for every object 
X E ObC, the morphism cp(X) is an isomorphism. In this case, we say that 
cp is an isomorphism of the functors and write cp : F ~ G, or F ~ G. 

It is not difficult to see that the isomorphisms constructed in Proposi­
tion 8.3.3 and 8.3.4 are, in fact, isomorphisms of the corresponding functors. 

An equivalence of the categories C and C' is a pair of functors F : C -+ C' 
and G : C' -+ C such that G F ~ Ie and FG ~ lei. If there is such an 
equivalence, the categories C and C' are called equivalent. 

In the sequel, we shall find useful the following obvious properties of equiv­
alent categories. 
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Proposition 8.4.1. If a pair of functors F : C - CI and G : CI - C is an 
equivalence of categories, then 

1) the correspondence Homc(X, Y) - Homc' (F(X), F(Y)) mapping f to 
FU) is bijective; 

11) the correspondence Homc'(U, V) _ Homc (G(U), G(V)) mappmg 9 to 
G(g) is bijective; 

2) a morphism f E MorC is an isomorphism if and only if F(f) is an iso­
morphism; 

2/) a morphism 9 E MorC I is an isomorphism if and only if G(g) is an 
isomorphism; 

3) every object X E ObC is isomorphic to an object of the form G(U), where 
U E ObCI ; 

3/) every object U E ObCI is isomorphic to an object of the form F(X), where 
X E ObC. 

Proof. We shall prove the assertions 1) and 11), leaving the other statements 
as an easy exercise to the reader. 

Let f : X - Y be a morphism of the category C. Denote by <p an isomor­
phism of the functors GF ~ lc and consider the commutative diagram 

GF(X) "£2 
I 

GF(f) 1 
GF(Y) 

<p(Y) 
--+ Y 

Since <p(X) is an isomorphism, f = <p(Y)GF(f)<p-l(X). It follows that 
F(f) = F(r) implies f = r, and thus the map from Homc(X, Y) to 
Homc' (F(X), F(Y)) is injective. In a similar way, the map HomCt(U, V) -
Homc (G(U), G(V)) is injective. 

Finally, consider an arbitrary monomorphism 9 : F(X) - F(Y). Let f = 
<p(Y)G(g)<p-l(X) and l = F(f). Then, as before, f = <p(Y)G(l)<p-l(X), 
and thus G(g) = G(l). Consequently, 9 = gl = F(f), and thus the map 
Homc(X, Y) - Homc' (F(X), F(Y)) is bijective. 0 

Now, consider module categories. Let a pair of functors F, G be an equiv­
alence of the categories mod-A and mod-B. Combining Proposition 8.4.1 with 
the exactness criterion (Proposition 8.3.5), we obtain the following proposi­
tion. 

Proposition 8.4.2. 1) A sequence of A-modules 

O--+Ml ~M2 ~M3 

is exact if and only if the sequence of B-modules 

0--+ F(Md ~ F(M2) ~ F(M3) 

is exact. 
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2) A sequence of A-modules 

MI -LM2 ~M3--+0 

is exact if and only if the sequence of B-modules 

is exact. 
3) An A-module P is projective if and only if the B-module F(P) is projec­

tive. 

Proof. Here we shall prove 3), leaving the proofs of 1) and 2) to the reader. 
We shall use the "diagrammatical" definition of projectivity (see Sect. 8.2, 
Example 4). Assume that F(P) is projective. Let 

M~N---+O 

be a diagram of A-modules with exact row. Applying the functor F, we obtain 
the following diagram of B-modules 

F(P) 

IF(f) 

F(M) ~ F(N) ---+ 0 

with exact row (in view of statement 2)). It can be completed to a commutative 
diagram 

F(M) ---+ 
F(Tr) 

F(P) 

IF(f) 

F(N) --+ 0, 

in which, by Proposition 8.4.1, g = F(f) for some morphism J : P -+ M. But 
then F( 7r!) = F( 7r )F(!) = F( 7r)g = F(f) and hence 7r J = f. Consequently, 
the diagram 

is commutative and P is projective. 
Conversely, if P is projective, then the isomorphic module GF(P) is pro-

jective, and by what we have just proved, F(P) is projective. 0 
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Corollary 8.4.3. Let F, G be an equivalence of the categories mod-A and 
mod-B and P = G(B). Then P is a projective A-module, EA(P) ~ Band, 
for any A-module M, there is an epimorphism nP -+ M (for a suitable n). 

We say in this case that P is a generating A-module (a generator). 

Proof. The fact that P is projective follows from the projectivity of the B­
module B and Proposition 8.4.2. Moreover, by Proposition 8.4.1, EA(P) ~ 
EB(B) ~ B. Finally, every A-module M is isomorphic to a module of the 
form G(N) for a suitable B-module N and there is an epimorphism nB -+ N, 
which induces an epimorphism G(nB) ~ nP -+ G(N) ~ M, as required. 0 

Now, let P be a projective A-module and B = EA(P). We shall say that B 
is a minor of the algebra A. We can define two functors F : mod-A -+ mod-B 
and G : mod-B -+ mod-A by F(M) = HomA(P, M), and G(N) = N 0B P 
(P is considered as a left B-module). Moreover, we can define also functor 
morphisms <p : 1mod-B -+ FG and 'ljJ : G F -+ 1mod-A in the following 
way. For every B-module N, define <peN) to be the homomorphism N --+ 

HomA(P, N 0B P), mapping every element x E N into the A-homomorphism 
x : P -+ N 0B P such that x(p) = x ®B p. For every A-module M, define 
'ljJ( M) to be the homomorphism Hom A (P, M) 0 B P -+ M, mapping f 0B P 
(where f E HomA(P,M) and pEP) into f(p) E M. It is easy to verify that 
<p and 'ljJ are, indeed, functor morphisms. 

Observe that in general, not every A-module is isomorphic to a module 
of the form G(N). Indeed, there is always an epimorphism f : nB -+ N. Let 
N' = Ker f and let g be an epimorphism mB -+ N'. Then the sequence 

mB~nB~N-O 

is exact. Consequently, the seq?ence 

G(mB) ~ G(nB) ~ G(N) - 0 

is exact. However, G(nB) ~ nP and G(mB) ~ mP, and thus, if M ~ G(N), 
then there is an exact sequence of the form 

mP -+ nP -+ M -+ 0 . (8.4.1) 

Therefore, it is natural to consider the category mod-P of all those A­
modules for which there is an exact sequence of the form (8.4.1) together with 
all possible homomorphisms of such modules. 

Theorem 8.4.4. A pair of the functors F = HomA(P, -) and G = - 0B P 
is an equivalence of the categories mod-P and mod-B. 

Proof· We shall show that <p : 1mod-B ~ FG and 'ljJ : GF ~ 1mod-p. Indeed, 
<pC B) is the natural isomorphism B = HOffiA (P, P) ~ HOffiA (P, B 0 B P) = 
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FG(B). Thus, also c.p(nB) is clearly an isomorphism. Furthermore, as we have 
seen above, for any B-module N, there is an exact sequence 

mB~nB~N --0. 

Apply the functor FG. Since G is a right exact functor and F is exact (because 
of projectivity of P), we obtain the following commutative diagram with exact 
rows: 

mB ~ nB N o 
1 ",,(mB) 1 ",,(nB) 1 ",,(N) 

FG(mB) F~) FG(nB) FG(N) 
FG(f) -- -- o. 

Now, since c.p(mB) and c.p(nB) are isomorphisms, it follows from the Five 
lemma (Lemma 8.2.1) that c.p(N) is also an isomorphism. 

In a similar manner one can show that, for an module M E mod-P, the 
homomorphism 'IjJ( M) is an isomorphism. 0 

The following result follows from Theorem 8.4.4 and Corollary 8.4.3. 

Theorem 8.4.5 (Morita). The categories mod-A and mod-B are equivalent 
if and only if there is a projective generating A-module (progenerator) P such 
that EA(P) = B. In this case, an equivalence of the categories is realized by a 
pair of functors F = HomA(P, -) and G = - ®B P. 

The equivalence of categories has the following simple interpretation. Let 
A ~ klPI EB k2P2 EB ... EB ktPt be a decomposition of the regular A-module into 
a direct sum of principal A-modules subject to Pi 'I- Pi for i ::/: j. If P is a 
projective generating A-module, then there exists an epimorphism nP -+ A, 
and thus nP ~ AEBM. Consequently, by the Krull-Schmidt theorem, P has to 
contain all modules PI, P2 , ••• ,Pt as direct summands. Since every projective 
module is a direct sum of principal ones, we deduce that projective generators 
are those projective modules which contain every principal A-module as a 
direct summand. Taking into account Theorem 3.5.6, we can see that the 
module categories mod-A and mod-B are equivalent if and only if the algebras 
A and B are isotypic, that is to say, if and only if their basic algebras are 
isomorphic. In particular, the Morita theorem allows us to restrict the study 
of A-modules to the case when A is a basic algebra. Moreover, the results of 
Sect. 3.5 make it possible to oversee all algebras whose module categories are 
equivalent. 

8.5. Tensor Algebras and Hereditary Algebras 

In this section we are going to present a generalization of the construction of 
a "path algebra" (see Sect. 3.6). Such a generalization is a tensor algebra of a 
bimodule. 
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Let B be an algebra and V a bimodule over B. Then V02 = V ®B V is 
again a B-bimodule. Iterating this procedure, we can construct B-bimodules 
V0k for all k ;::: 2 by putting V0k = V0k-l ®B V. It is convenient to set 
V00 = B and VOl = V. The associativity of tensor multiplication implies that 
V0k ®B V0m ~ V0(k+ m ). In what follows, we shall identify V0 k ®B V0m and 
V0(k+ m). 

Now, consider the direct sum T(V) = ffi V0 k. Elements of T(V) are finite 
k==O 

sums L tk , where tk E V0k. The isomorphism constructed above allows us 
k 

to define, for any elements tk E V0k and tm E V0m, the product by setting 
tktm = tk ®B tm E v0(k+m). This multiplication can be extended by linearity 
to the entire T(V), and T(V) becomes in this wayan algebra (in general, 
infinite dimensional). It is called the tensor algebra of the bimodule V. 

By construction, T(V) contains the sub algebra B = V00 and the B­
bimodule V = VOl. Moreover, as the following theorem shows, T(V) is a 
universal algebra with this property. 

Theorem 8.5.1. Let '-P : B -> A be an algebra homomorphism and f : V -> A 
a homomorphism of B -bimodules. 17 Then there exists a unique algebra homo­
morphism F : T(V) -> A such that the restriction of F on B and V coincides 
with 'P and f, respectively. 

Proof. The homomorphism f induces B-bimodule homomorphisms f0k : 
V0k -> A0k. Moreover, multiplication in the algebra A induces a bimod­
ule homomorphism A0k -> A such that the image of al ®B a2 ®B ... ®B ak is 
al a2 ... ak . Thus, we obtain a family of homomorphisms fk : V0 k -> A such 
that fk(Vl®BV2®B ... ®BVk) = f(vdf(v2) ... f(vk). Evidently, we obtain 
in this wayan algebra homomorphism F : T(V) -> A (we put fo = 'P and 
II = f). Moreover, F is unique; this follows immediately from the fact that 
T(V) is generated (as an algebra) by the elements of Band V. 0 

As usual, the universal property which is formulated in Theorem 8.5.1, 
determines the algebra T(V) up to an isomorphism. 

There is a distinguished ideal in the algebra T(V), namely, J = J(V) = 

ffi V0k. We shall call it the flmdamental ideal of the tensor algebra T(V). 
k==l 

The ideals I c T(V) such that J2 ~ I ~ Jk for some k, will be called 
admissible ideals. 

The most important case in our study will be that of a semisimple (and 
also separable) algebra B. In this case, it turns out that tensor algebras of 
B-modules play the role of "universal covers" , in analogy to what happens for 
path algebras in the split case (see Theorem 3.6.6). 

Theorem 8.5.2. Let A be a finite dimensional algebra, R = rad A and B = 
A/ R. Assume that the algebra B is separable. Then the algebra A is isomorphic 

17 A becomes a B- bimod ule by setting bj ab2 = 'P( bj )a'P( b2 ) for any a E A, b1 ,b2 E B. 
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to a quotient algebra of the algebra T(V) by an admissible ideal, where V = 
RjR2. 

Proof. By the Wedderburn-Malcev theorem (Theorem 6.2.1), A has a sub­
algebra A ~ B. Hence, it is possible to define an algebra monomorphism 
<p : B -+ A and consider A as a B-module. In addition, A = A EB R (as a 
B-module). Since B ® BO is a semisimple algebra (Theorem 6.1.1), every B­
bimodule is semisimple. In particular, R contains a B-subbimodule R such 
that R = R EB R2. Evidently, R ~ V and we may use this isomorphism to 
define a B-bimodule monomorphism f : V -+ R. 

By Theorem 8.5.1, there is a homomorphism F : T(V) -+ A which restricts 
on B to <p and on V to f. Thus F induces an algebra isomorphism T(V)j J2 ~ 
Aj R2. This implies that I = Ker F C J2. On the other hand, F( J) c R, so 
F(Jk) C Rk and, since R is nilpotent, F(Jk) = 0 for some k. As a consequence, 
Jk C I and thus I is an admissible ideal. 

Now, observe that F(B) = <p(B) = A and F(V) = f(V) = R. Thus, every 
element r E R is of the form r = F( x) + r', where x E J and r' E R2. It 
follows readily that, for every element r E R i , r = F(x) + r' with x E Ji 

and r' E Ri+l. In view of the nilpotency of the radical, we get the equality 
F(J) = R. Consequently, F is an epimorphism and A ~ T(V)j I. The theorem 
follows. 0 

The pair (B, V), where B = Aj R, V = Rj R2, will be called the type of 
the algebra A. If B is a separable algebra, we shall say that A is an algebra 
of separable type. Obviously, the type determines the diagram V(A) of the 
algebra A (see Sect. 3.6). We shall therefore call this diagram the diagram of 
type (B, V). 

Clearly, if B is a semisimple algebra and V a finite dimensional B­
bimodule, then every quotient algebra T(V)j I, where I is an admissible ideal, 
is finite dimensional and it is oftype (B, V). In particular, the quotient algebra 
T(V)j J2 is the least (dimensional) algebra of the given type. 

As we have already mentioned, the algebra T(V) is, in general, infinite 
dimensional. It is not difficult to give a condition under which it will be finite. 

Proposition 8.5.3. Let B be a semisimple algebra and V a finite dimen­
sional B-bimodule. In order that the algebra T(V) be finite dimensional, it is 
necessary and sufficient that the diagram of type (B, V) has no cycles. 

Proof. Evidently, T(V) is finite dimensional if and only if V0 m = 0 for some m. 
Decompose B into a direct product of simple algebras B = Bl X B2 X •.. x Bn. 
Let 1 = el + e2 + ... + en be the corresponding central decomposition of the 
identity and Vij = eiVej. In a diagram V of type (B, V), there is an arrow 
from the point i to the point j if and only if Vij =I O. Observe that V = lB. Vij 

',J 
(as B-bimodules) and that Vij ®B Vkl =I 0 if and only if Vij =I O,Vkl =I 0 and 
j = k. Consequently, ei V02 ej =I 0 if and only if there is a path of length 2 
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from the point i to the point j. Similarly, ei v®mej i- 0 if and only if there is 
a path of length m from i to j, and this implies our assertion. 0 

We shall now apply the above technique to describe the hereditary alge­
bras, i. e. the algebras whose right ideals are all projective (see Sect. 3.7). 

Theorem 8.5.4. A finite dimensional hereditary algebra A of separable type 
(B, V) is isomorphic to T(V). Con'uersely, if there are no cycles in a diagram 
of type (B, V), then T(V) is a finite dimensional hereditary algebra. 

Proof. First, verify that T = T(V) is a hereditary algebra. Observe that, 
since T(V) / J = B is a semisimple algebra and Jm = 0 for some m (by 
Proposition 8.5.3), J = radT (by Proposition 3.1.13). Let 1 = e1 +e2+ ... +en 

be a minimal decomposition of the identity of the algebra B (clearly, it will 
be also a minimal decomposition of the identity of the algebra T). 

If Pi = eiT = ffi ei V®k, then PiJ = eiJ = ffi ei V®k = ei V @B T. Since 
k=O k=l 

n n 
ei V ~ .EB SjUj, where Uj are simple B-modules, p;J ~ .EB Sj(Uj @B T) ~ 

J=l J=l 
n n 

.EB SjPj is a projective module. Consequently, J = .EB e;J is a projective 
J=l .=1 
module and T is a hereditary algebra (by Theorem 3.7.1). 

In view of Theorem 8.5.2, it remains to prove that if A = T / I is a hered­
itary algebra with an admissible ideal I, then I = 0 (note that, according to 
Corollary 3.7.3, there are no cycles in the diagram of a hereditary algebra). 
Write R = J / 1= rad A and denote the principal modules by Pi = P;f P;I. By 
induction on k, we are going to prove that Rk / Rk+1 ~ Jk / Jk+1. For k = 1, 
this is immediate from the fact that I c J2. Thus, assume that R k- 1 / Rk ~ 
Jk-l/J k, k;::: 2 and consider the projective cover P = P(Rk- 1/Rk). Let 

P ~ .EB SiPi . By Theorem 3.3.7, P = P(Rk- 1). Since Rk- 1 is a projec-
.=1 

tive module, P ~ Rk-1. Then Rk ~ P Rand Rk / Rk+1 ~ P R/ P R2. How-

ever, since R/ R2 ~ J / J2 and P = P( J k- 1 / Jk) ~ £ SiPi, we get that 
i=l 

Rk / Rk+1 ~ P R/ P R2 ~ Jk / Jk+1 , as required. Consequently, I C Jk for any 
k ;::: 2 and thus, since J is nilpotent, I = O. The proof of the theorem is com­
~W. 0 
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Exercises to Chapter 8 

1. Prove that each of the following categories is equivalent to its dual category: 

2. 

3. 

4. 

a) the category of finite dimensional vector spaces; 
b) the category of finite abelian groups. (Hint: Use Exercise 5 to Chap. 7.) 

Let the commutative diagram 

Ml --> M2 --> M3 --> M4 

011 021 031 041 
Nl --> N2 ---+ N3 --> N4 

have exact rows. Prove the following statements: 
a) If al is an epimorphism and both a2 and a4 are monomorphisms, then a3 

is a monomorphism. 
b) If a4 is a monomorphism and both al and a3 are epimorphisms, then a2 

is an epimorphism. 

(3 X 3 lemma) Prove that if in the commutative diagram 

0 0 0 
1 1 1 

0 --t Ml --t Nl --t Ll --t 0 
1 1 1 

0 --t M2 --t N2 -- L2 -- 0 
1 1 ! 

0 -- M3 -- N3 -- L3 -- 0 
! ! ! 
0 0 0 

all columns and any two of the three rows are exact, then the remaining row is 
exact. 

A commutative diagram 

X J L ---+ 

91 91 
M f N --> 

is said to be a Cartesian square (pull-back) if for any commutative diagram 

there is a unique homomorphism <p : Y --t X such that ~ = j<p and 'fJ = g<p. Prove 
that a Cartesian square can be constructed for any given pair of homomorphisms 
f: M -- Nand 9 : L -- N. (Hint: Consider the submodule ((x,y) I f(x) = 
g(y)} of M E& L.) Is such a square unique? 
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5. Let 
O-+L-+M-+N-+O 

be a given exact sequence, and 'P : N' -+ N a homomorphism. Consider the 
diagram 

0 L /' M' 
g' 

N' 0 --;. --;. ---. ----> 

iL 1 ~' 1 ~1 
0 L / M g N 0 ----+ ----+ ----+ ----+ 

where the right square is Cartesian and!, is given by relations f == 'P'!' and 
g'!, == 0 (in view of the uniqueness of the Cartesian square, !' is fully determined 
by these relations). Prove that the upper row of the diagram is exact (it is called 
a lifting of the given exact sequence along 'P). 

6. (Schanuel's lemma) Given two exact sequences 

o --;. N1 --;. P1 ~ M --;. 0 

and 
o --;. N 2 ----+ Pz !.!. M --;. 0 

where P1 and Pz are projective modules, prove that P1 EB Nz ~ Pz EB N1. (Hint: 
Consider a lifting of the first sequence along h and the second one along /J.) 

7. Prove that the category ofleft projective A-modules is equivalent to the category 
dual to the category of right projective A-modules. (Hint: Apply the functor 
h~ == HomA( -, A).) 

8. Prove that, for any A-module M, there is an exact sequence 

P1 ~ Po ~ M----'oO 

where P1 and Po are projective modules, Ker fo C rad Po, Ker /J C rad P1 and 
such that, given another sequence 

Q1 ~ Qo ~ M ----'0 0 

with these properties, there is a commutative diagram 

P1 ~ Po ~ M ----'0 0 

~11 ~o 1 1M 1 
Qo 

where 'Po and 'P1 are isomorphisms. 

go 
----'0 

9. (M. Auslander) Given an A-module M, let 

M 

P it R /0 M 1 ----'0 0 --;. --;. 0 

o 

be an exact sequence satisfying the properties listed in the preceding exercise. 
Put 

Tr(M) == Cokerh~(fJ) 
(see Example 6 of functors in Sect. 8.1 and Exercise 7). 
a) Prove that, up to an isomorphism, Tr (M) does not depend on the choice 

of the exact sequence with the above properties. 
b) Verify that the exact sequence 

h~(Po) ~ h~(g) --+ Tr (M) --;. 0 

possesses also the properties listed in Exercise 8. 
c) Prove that Tr(M) has no projective direct summands. 
d) Establish that for M == PEBN, where P is projective and N has no projective 

direct summands, Tr(Tr(M)) ~ N. 
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10. Let U and U' be simple A-modules. Using the notation of Theorem 8.4.4, prove 
that if F(U) =I 0, then F(U) is a simple B-module. Moreover, U '/:. U' implies 
that F(U) '/:. F(U' ). 

11. Let 1 = el + e2 + ... + en be a minimal decomposition of the identity of an 
algebra A, n ~ 2. Prove that the algebra A is semisimple (separable) if and only 
if for any pair of indices i =I j, the algebra eAe, where e = ei + ej, is semisimple 
(separable) . 

12. Let A be a hereditary algebra, P a projective A-module and B = EA(P). Prove 
that B is hereditary. 

13. Denote by V a diagram of the form 

and let A be the quotient algebra ofthe path algebra K(V) by the ideal generated 
n 

by the element I: UiT; • Prove that the algebra A is not hereditary but that every 
;=1 

algebra eAe, where e is an idempotent, e =I 1, is hereditary. (Hint: If V'is a 
diagram consisting of some (but not all) vertices of the diagram V and of all 
arrows connecting them, and e is the sum of all paths of lengths 0 in V', then 
eAe ~ K(V').) 

The following set of exercises (14-19) deals with an application of tensor prod­
ucts, viz. the theory of induced representations of groups. Let H be a subgroup of 
a group G, and let N be a KH-module. Then the induced KG-module Ind~(N) is 
defined to be N @KH KG. If T is the representation of the group H corresponding 
to the module N and X its character, then the representation of G corresponding to 
the module Ind~(N) is called the representation induced from T and its character 
Ind~x the character induced from X. Of course, every KG-module M can be viewed 
as a K H-module: As such, it will be denoted by Res~(M) and called the restriction 
of M to a subgroup H. 

14. (Frobenius reciprocity theorem) Let M be a KG-module, X its character and N 
a K H -mod ule and IP its character. 
a) Prove that HomI(G(Ind~(N), M) ~ HomKH (N, Res~(M)). 
b) If n = (G: 1), m = (H : 1), prove that 

~ Llnd~lP(g)x(g-l) =! L lP(h)Res~x(h-I). 
gEG hEH 

(Hint: Use Exercise 14 to Chap. 7.) 
c) If the characteristic of the field K does not divide the order of the group 

G and if M is a simple KG-module and N a simple KH-module, use a) to 
deduce that the multiplicity of M in Ind~(N) is the same as the multiplicity 
of N in Res~(M). 

15. Let F :> H be two subgroups of G. Prove that Ind~(N) ~ Ind~(Ind~(N)) for 
any KH-module N. 
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16. (Mackey's formula) Let F and H be two subgroups of G and al, a2, . .. ,a. a set 
s 

of representatives of the double cosets of G by F and H (i. e. G = U H a; F, 
;=1 

where the cosets are pairwise disjoint). Write H; = (a;l H a;) n F. Every K H­
module N can be considered as a KH;-module by defining x(a;lha;) = xh for 
every h; denote this K H;-module by N;. Prove that 

for every KH-module N. (Hint: As a KH-KF-bimodule, KG is a direct sum 
• $ Vi, where Vi is the subspace with basis {had I h E H, f E F}. Verify 

;=1 

that Vi ~ Ind~;(KH;) as a KF-module and extend this isomorphism to all 
K H -modules along the lines of the proof of Theorem 8.4.4.) 

17. a) Using the results of Exercise 14 and 16, prove that if K is a field of charac­
teristic 0, then the KG-module Ind~(N) is simple if and only if the KH­
module N is simple and, for every i, the KH;-modules N; and Res:t(N) 
have no isomorphic direct summands (here H; and N; are defined as in 
Exercise 16 for F = H). 

b) If H is a normal subgroup, deduce that the representation Ind~(T) is ir­
reducible if and only if T is an irreducible representation which is not iso­
morphic to any representation T(I, where T(I(h) = T(a- 1 ha), a f/:. H. 

18. a) Prove that every indecomposable representation of a subgroup H of a 
grow. G is isomorphic to a direct summand of a representation of the form 
ResH(T), where T is an indecomposable representation of G. 

b) In the case that the characteristic p of the field K does not divide the index 
(G : H), prove that every indecomposable representation of the group G is 
isomorphic to a direct summand of a representation of the form Ind~(T), 
where T is an indecomposable representation of H. (Hint: For a KG-module 
M, construct an epimorphism T: M fiJKH KG-+ M of KG-modules which 
splits as an epimorphism of K H -mod ules and use Exercise 18 to Chap. 7.) 

19. Using the results of the preceding exercise and those of Exercise 21 and 22 to 
Chap. 7, prove that a group has a finite number of indecomposable representa­
tions over a field of characteristic p > 0 if and only if its p-Sylow subgroup is 
cyclic (Higman's theorem). 



9. Quasi-Frobenius Algebras 

The duality which exists between the categories of the right and left modules 
plays an important role in the theory of finite dimensional algebras. In the 
present chapter we shall introduce this duality, investigate its properties and 
apply the obtained results to the study of two classes of algebras, viz. to quasi­
Frobenius algebras introduced into the theory by T. Nakayama and to serial 
algebras, or principal ideal algebras, which were studied first by K. Asano. 

9.1 Duality. Injective Modules 

First, we shall establish the duality between the category of left modules and 
the category of right modules over a finite dimensional algebra A. 

To every (finite dimensional) right A-module M we assign a left A-module 
M* constructed as follows. As a vector space, M* is the space Hom(M, K) of 
linear functionals on M (the conjugate space); operators from A act on M* 
according to the formula (af)(m) = f(ma) for all a E A, f E M* and mE M. 
It is easy to verify that M* becomes in this way a left A-module. 

Similarly, if M is a left A-module, then the conjugate space M* becomes 
a right A-module. 

Every linear map <p : M -+ N induc,es a conjugate map <p* : N* -+ M* 
defined by 

We can check readily that if <p is a homomorphism, so is <p*. Moreover, 
(<p1jJ)* = 1jJ*<p* and 1 * = l. 

Hence, assigning to every module M the module M* and to every ho­
momorphism <p the homomorphism <p*, we get a contravariant functor (see 
Sect. 8.1). More precisely, we get two contravariant functors: one from the 
category mod-A of right A-modules to the category A-mod of left A-modules, 
and the other in the opposite direction. We shall call them the duality functors. 

Recall that there exists a natural map D M : M -+ M** assigning to every 
vector m E M the linear functional DM(m) : 111* -+ K such that DM(m)(f) = 
f( m). Evidently, DM defines a morphism from the identity functor to the 
composition of the duality functors defined above. It is a well-known fact from 
linear algebra that the map DM is an isomorphism for every finite dimensional 
space M. Thus, our observations can be formulated in the following way. 
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Theorem 9.1.1. The duality functors define an equivalence of the categories 
mod-A and (A-modt. In particular, these functors are exact and M* = 0 
implies M = O. 

Corollary 9.1.2. A module M is simple if and only if the module M** is sim­
ple. Moreover, if M ~ eA, where A = AlradA and e is a minimal idempotent 
of A, then M* ~ Ae. 

Proof. Since M ~ M**, it is sufficient to verify that if M is not simple, 
neither is M*. However, if N is a non-trivial submodule of M, consider the 
exact sequence 

o ~ N -) M -) MIN ~ 0, 

and apply the duality functor. In the exact sequence 

o ~ (MIN)* -) M* -) N* ~ 0, 

both (MIN)* and N* are non-zero modules, and thus M* is not simple. 
Now, let M ~ eA, where e is a minimal idempotent. Then Me =f. 0 and 

there is a functional f E M* such that feMe) =f. O. Since feme) = (ef)m, we 
get eM* =f. O. Consequently, M* ~ Ae. 0 

Corollary 9.1.3. There is a bijeci'ive correspondence between the submodules 
of M and those of M*, reversing the inclusion. 

Proof. In order to prove the corollary, we note that every submodule N eM 
defines an epimorphism 7f : M -) MIN and thus a monomorphism 7f* : 

(M I N)* ~ M*, that is, a submodule of M*. This submodule has a sim­
ple interpretation: it coincides with the "orthogonal complement" N 1. 
{J E M* I feN) = O}. Moreover, M* IN1. ~ N*. 0 

Let us mention the following obvious formulae: 

(9.1.1) 

A correspondence satisfying (9.1.1) is called an anti-isomorphism of lat­
tices. 

In what follows, we shall often deal with the sub module (radAf)1. c M*. 
Since radM is the intersection of all maximal sub modules of M, (radM)1. 
is the sum of all minimal submodules of the module M*. It is called the socle 
of the module M* and is denoted by soc M*. Note that the socle of a module 
can be defined also by the formula 

socM = {m, E M I m(radA) = O}. 

Furthermore, we can write socM* ~ (MlradM)*, 
We have already seen the importance of projective and, in particular, of 

principal modules in the study of the structure of algebras. It is natural to ex­
pect that their dual modules will be found also useful in the investigations. By 
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"inverting the arrows" in the theorems on projective modules (Theorem 3.3.5 
and Example 4 of Sect. 8.2), we get immediately the following result. 

Theorem 9.1.4. The following conditions for a module Q are equivalent: 

1) Q* is projective (in other words, Q ~ P*, where P is a projective module); 
2) Q is a direct summand of the module nA * for some n (A * is the module 

dual to the regular module and will be called coregular); 
3) Q ~ $ kiPt , where Pi are principal modules; , 
4) every diagram of the form 

o ----+ M N, 

in which the row is exact, can be completed to a commutative diagram 

o ----+ M 'f' 
----+ N· , 

in other words, the equation xt.p = 'IjJ has a solution for every 'IjJ : M --. Q 
and for every monomorphism t.p; 

5) every monomorphism Q --. !vI splits, i. e. Q is a direct summand of any 
module which contains Q as a submodule. 

The modules satisfying the property 4) of Theorem 9.1.4 are called injec­
tive. In this way, Theorem 9.1.4 provides a characterization of the injective 
modules over finite dimensional algebras. 

The above theorem implies, in particular, that indecomposable injective 
modules are just the modules dual to the principal ones. We shall call them 
coprincipal modules. 

The following corollary is a consequence of Corollaries 9.1.3, 3.2.5 and 
3.2.9. 

Corollary 9.1.5. If Q is a coprincipal A-module, then its socle is a sim­
ple module. Assigning to Q the simple module soc Q, we establish a bijective 
correspondence between the coprincipal and the simple modules. 

In an analogy to the projective cover, we can introduce the concept of an 
injective hull of M as the least injective module containing a given module M 
as a submodule. More precisely, an injective module Q is the injective hull of 
a module M if there is a monomorphism t.p : M --. Q such that Imt.p :::> socQ, 
or equivalently, for any submodule X of Q, Imt.p n X = 0 implies X = o. We 
shall write in this case Q = Q(M). 
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The existence and properties of injective hulls follow immediately, in view 
of the duality, from the respective results on projective covers. We shall for­
mulate the facts which will be needed in the sequel in the following theorem 
whose proof is left to the reader. 

Theorem 9.1.6. 1) If P is a projective cover of M*, then P* is an injective 
hull of M. 

2) Q(M) = Q(soc M). 
3) Q(Ml tJ) M 2) ':::: Q(Md tJ) Q(M2). 
4) If'ljJ: M ---+ Qf is a monomorphism and Qf is an injective module, then 

Qf = Q tJ) Ql , where Q ':::: Q(M) and Im'ljJ C Q. 

Corollary 9.1.7. If socM is a simple module and £(M) > £(Qi) for any 
coprincipal module Qi, then NI is a coprincipal mod1Lle. 

Proof. The statement follows from the fact that, if Q = Q(NI), then soc Q ':::: 
socM. Therefore Q is a coprincipal module. D 

Observe that £(Qi) = £(Qi), and Qr is a principal module. Therefore the 
maximal length of right coprincipal A-modules coincides with the maximal 
length of left principal A-modules (but, in general, does not coincide with the 
maximal length of right principal modules; see Exercise 1 to this chapter). 

9.2 Lemma on Separation 

In this section we investigate properties of modules which are simultaneously 
projective and injective. Such modules are called bijectivel8 . Note that in gen­
eral, for a given algebra A, there will be no A-bijective modules (see Exercise 2 
to this chapter). However, the existence of a bijective module allows to reduce 
the study of A-modules to the study of modules over some proper quotient 
algebra of A. This is a property which can be found useful for studying some 
classes of algebras and their modules. 

First we shall establish the following simple but important fact. 

Proposition 9.2.1. If P is a projective and M a faithful module, then for 
some n, there is a monomorphism P ---+ nNI. Similarly, if Q is an injective 
A-module, then there is an epimorphism mM ---+ Q. 

Proof. Let E = EA(M). Considering M as a left E-module, we can cone 
struct an epimorphism nE ---+ M for some n. Applying the left exact functor 
HomE(-,M), we get a monomorphism 'P: HomE(M,M) ---+ Hom(nE,M) ':::: 
nM. In fact, since M is an E-A-bimodule, 'P is also an A-module homo­
morphism. Now assigning to every a E A the map f(a) : M ---+ M, whose 

18 The usual English terminology for these modules is projective-injective 
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value at m is rna, we get a homomorphism I : A --+ HomE(M, M). Clearly, 
Ker I = Ann M = 0 because M is faithful. The composition 'PI is there­
fore a monomorphism A --+ nM. In order to obtain the statement for any 
projective P, it is sufficient to note that P is a submodule (in fact, a direct 
summand) of the free module kA for some k, and hence the homomorphism 
kA --+ knM = k(nM), coinciding on every component with 'PI, is obviously 
also a monomorphism. 

Now, the statement on injective modules follows by duality (since M* is 
faithful if and only if M is faithful). 0 

From this result we can derive the following fundamental lemma. 

Lemma 9.2.2 (Separation Lemma). Let W be a bijective A-module. Then 
there is a non-zero ideal I C A such that every A-module M decomposes 
into a direct sum Ml EB M2, where AnnM1 ~ I, and every indecomposable 
direct summand of the m.odule M2 is isomorphic to a direct summand of the 
module W. 

Proof. Evidently, it is sufficient to verify that, for every indecomposable mod­
ule M which is not isomorphic to a direct summand of W, Ann M ~ I. 
Therefore we may take for I the intersection of the annihilators of all inde­
composable A-modules which are not isomorphic to direct summands of Wj 
denote the class of such modules by M. It remains to prove that I f:. O. 

Let us assume that I = O. Since A is finite dimensional, A cannot 
t 

have an infinite chain of subspaces. Consequently, I = nAnn Mi, where 
i=1 

M 1, M 2, ... ,Mt is a fini te number of modules from M. But then I = Ann M, 
where M = Ml ffi M2 EB ... ffi M t , and thus M is a faithful A-module. By 
Proposition 9.2.1, there is a monomorphism W --+ nM, since W is a projec­
tive module. However, W is also injective. It follows that nM ~ W ffi X and 
thus, according to the Krull-Schmidt theorem, every indecomposable direct 
summand of W is isomorphic to one of the M;'s. However, the latter contra­
dicts our assumption, and thus the lemma is proved. 0 

Hence, if W = kl WI EB k2 W 2 EB ... ffi ks W s , where Wi are (pairwise non­
isomorphic) indecomposable modules, then every A-module has the form Ml ffi 
£1 WI ffi £2 W 2 ffi ... ffi £s Ws , where Ml is a module over the quotient algebra 
A/I. We shall denote this quotient algebra by A-(W). 

The Separation lemma has a particularly simple formulation in the case 
when the module W is indecomposable (such module will be called biprinci­
pal): Every A-module M has the form M ~ Ml EB kW, where Ml is a module 
over A-(W). In this case, the converse statement holds, as well. 

Lemma 9.2.3. Let W be an indecomposable A-module such that every A­
module M is of the form Ml ffi k W, where Ml is a module over a proper 
quotient algebra B of the algebra A. Then W is a bijective module. 
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Proof. Since both the regular and the coregular (right) A-modules are faithful, 
they are not B-modules. Consequently, they must possess a direct summand 
isomorphic to W. Therefore W is both projective and injective, as required. 

o 

Now let us fix a biprincipal A-module W. We shall describe the princi­
pal and coprincipal modules over the quotient algebra B = A-(W) in more 
details. 

Proposition 9.2.4. Every principal B-module is either a principal A-module 
(distinct from W), or a factor module of W by a minimal submodule WI 
(unique by Corollary 9.1.5). Every coprincipal B-module is either a coprin­
cipal A-module or a maximal sub module W2 of the module W (unique by 
Corollary 9.2.5). Conversely, if W is not a simple module, then W/WI is a 
principal and W2 is a coprincipal B -module. 

Proof. Clearly, W/WI is a B-module. Write P = PB(W/Wt). Then the epi­
morphism W - W/WI extends to an epimorphism <p : W - P which is not 
an isomorphism (because W is not a B-module). Therefore Ker<p :J WI and 
f(P) ~ f(W/WI), which implies that P ~ W/WI . Similarly, W2 ~ QB(W2). 
Besides, W /WI possesses a unique maximal submodule and is therefore inde­
composable. Also W 2 is indecomposable, since it has a unique minimal sub­
module. 

Now, let P be an arbitrary principal B-module, and pI = PA(P). If 
pI 'f!. W, then pI is a projective B-module, and therefore pI ~ P. If pI ~ W, 
then the epimorphism W _ P is not an isomorphism and can be factored 
through an epimorphism W/WI - P, from where P ~ W/WI . The state­
ment on the coprincipal modules follows by duality. 0 

Proposition 9.2.4 and Lemma 9.2.2 yield immediately the following con­
sequence. 

Corollary 9.2.5. Let W be a biprincipal A-module, and let A = PI EB P2 , 
where PI ~ n Wand P2 has' no direct summands isomorphic to W. Then 
socPI is an ideal of A and A-(W) = A/soc PI . 

Proposition 9.2.6. An algebra A has a simple bijective module W if and 
only if A ~ Al X A2 , where Al ~ Mn(D) with a division algebra D and 
A2 = A-(W). 

Proof. Let W be a simple bijective A-module, and let A ~ n WEB P, where P 
has no direct summands isomorphic to W. Every homomorphism <p : W - P 
is either zero, or a monomorphism. However, in the latter case P ~ WEB X 
since W is injective, which is impossible. Consequently, HomA (n W, P) = o. 
Similarly, HomA(P, nW) = O. Therefore A ~ Al xA2 , where Al = EA(nW) ~ 
Mn(D) with a division algebra D = EA(W), and A2 = EA(P). Evidently, 
A2 = A-(W). The converse statement is trivial. 0 
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9.3 Quasi-Frobenius Algebras 

We have already observed that an algebra may not have any bijective mod­
ules. An important class of algebras, introduced by T. Nakayama, consists 
of algebras all of whose projective modules are injective (and thus bijective). 
Clearly, this is equivalent to the fact that the regular module is injective. Such 
algebras are called quasi-Frobenius. 

As a matter offact, one should have defined right quasi-Frobenius and left 
quasi-Frobenius algebras. However, the following theorem shows the equiva­
lence of these notions. 

Theorem 9.3.1. The following conditions for an algebra A are equivalent: 

1) the right regular A-module is injective; 
la) the left regular A-module is injective; 
2) the right coregular A-module is projective; 
2a) the left coregular A-module is projective. 

Proof. The equivalences 1) {:} 2a) and la) {:} 2) follow from duality. It is 
therefore sufficient to prove, for example, the equivalence 1) {:} 2). Observe 
that the number of coprincipal right A-modules equals the number of principal 
left A-modules; this number is, by Corollary 3.2.9, the number of simple left 
A-modules, i. e. the number of simple components of the semisimple algebra 
A/rad A. Since the latter is the number of simple right A-modules, it follows 
that also the number of principal right A-modules is the same. However, the 
fact that the regular module is injective is clearly equivalent to the fact that 
every principal module is injective, and thus the number of bijective A-modules 
coincides with the number of principal ones. In turn, this is equivalent to 
the statement that the number of bijective modules equals the number of 
coprincipal modules, and thus that every coprincipal module, or equivalently 
the coregular module, is projective. The theorem follows. 0 

Now, quasi-Frobenius algebras can be characterized as follows: If A ~ 
klPl E9 k2P2 E9 ... E9 ksPs , where Pi are principal modules, then A* ~ llPl E9 
l2P2 E9 ... E9 lsPs . Here, in general, ki =f. ei , i. e. A 'f:. A * . Those algebras which 
satisfy A ~ A* form a proper subclass ofthe class of quasi-Frobenius algebras. 
They are called Frobenius algebras. Important examples of Frobenius algebras 
are the group algebras of finite groups (cf. Exercise 8 below). 

Arguments similar to those used in the proof of Theorem 9.3.1 produce 
the following result. 

Theorem 9.3.2. Let A be a quasi-Frobenius algebra. If all multiplicities of 
the principal A-modules in the regular module are equal, i. e. if A/radA ~ 
Mn(Dt} x Mn(D2 ) X ... x Mn(Ds), where Di are division algebras, then A is 
Frobenius. In particular, a basic quasi-Frobenius algebra is Frobenius. 
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The fact that the definition of quasi-Frobenius algebras has been given in 
terms of module categories results immediately in the following consequence. 

Corollary 9.3.3. Every algebra isotypic to a quasi-Frobenius algebra is quasi­
Frobenius. In particular, every quasi-Frobenius algebra is isotypic to a Frobe­
nius algebra (namely, to its basic algebra). 

Moreover, Proposition 9.2.1 and the Krull-Schmidt theorem yield the fol­
lowing corollary. 

Corollary 9.3.4. Let A be a quasi-Frobenius algebra, A ~ klPI E9 k2P2 E9 
... E9 ksPs , where Pi are (pairwise non-isomorphic) principal modules and 
Mo = PI E9 P2 E9 ... E9 Ps . Then every faithful A-module has a direct summand 
isomorphic to Mo . 

Using Proposition 9.2.6 and the definition of the diagram of an algebra, 
we get the following statement. 

Corollary 9.3.5. Let V be the diagram of a quasi-Frobenius algebra A. If there 
is a vertex i E V which is either a sink (i is not the tail of any arrow) or a 
source (i is not the head of any arrow), then A ~ Al X A2 , where Al ~ Mn(D) 
with a division algebra D. 

Proof. In order to prove this statement, it suffices to note that if i is a sink, then 
the corresponding principal module is simple (and the remaining statement 
follows by duality). 0 

By comparing Corollary 9.3.5 and the assertion on diagrams of hereditary 
algebras (Corollary 3.7.3), we obtain the following corollary. 

Corollary 9.3.6. A hereditary quasi-Frobenius algebra is semisimple. 

If A is a quasi-Frobenius algebra, then every principal A-module P is 
coprincipal and, by Corollary 9.1.5, its sode is a simple A-module. Moreover, 
if pi is a principal module which is not isomorphic to P, then soc pI it- soc P. 
It turns out that a converse statement holds, as well. It provides a rather 
simple and convenient criterion for an algebra to be quasi-Frobenius. 

Theorem 9.3.7. An algebra A is quasi-Frobenius if and only if the socle of 
each principal A-module is simple and, for any two non-isomorphic principa( 
A-modules PI and P2 , soc PI it- soc P2 • 

Proof. In view of our previous remark, it is enough to prove the sufficiency 
of the conditions. Without loss of generality, we may assume that A is ba­
sic. Then A = PI E9 P2 E9 ... E9 Ps , where Pi are pairwise non-isomorphic 
principal modules. Write Qi = Q(Pi). By Theorem 9.1.6, soc Qi = soc Pi 
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is a simple module, moreover, soc Q i 't soc Q j for i i= j. Consequently, 
Qi are pairwise non-isomorphic coprincipal modules. It follows that Qi are 
pairwise non-isomorphic left principal modules, and since A is a basic al­
gebra, A ~ Qi EB Q2 EB ... EB Q: (recall that the number of left and right 
principal modules is the same). We want to show that Pi ~ Qi. In fact, 
dimPi ~ dimQi = dimQi and 

s s 

L dimPi = dimA = L dimQi = L dimQi , 
i=1 ;=1 ;=1 

so that dimPi = dimQi for all i. Hence, Pi ~ Qi and the proof of the theorem 
is completed. 0 

Now assume that A is a Frobenius algebra. Then, in view of A ~ A* and 
Corollary 9.1.3, it follows that the lattice of the left ideals and the lattice of 
the right ideals of the algebra A are anti-isomorphic. It turns out that this 
holds for an arbitrary quasi-Frobenius algebra. In fact, this condition provides 
a characterization of quasi-Frobenius algebras. 

Theorem 9.3.8. An algebra A is quasi-Frobenius if and only if the lattices of 
its left ideals and of its right ideals are anti-isomorphic. 

Proof. Let <.p be an anti-isomorphism between the lattices of the left and the 
right ideals of A. Clearly, <.p(O) = A and <.p(A) = O. Decompose the left regular 
A-module into the direct sum of the principal ones: A = PI EB P2 EB ... EB 

s 
Ps . This means that Pi are left ideals of A, 2:: Pi = A and, for every i, 

i=1 
Pi n ( 2:: Pj) = O. 

j#i 

Applying the lattice anti-isomorphism <.p, we obtain the right ideals <.p(P;) 

of A such that n <.p(Pi) = 0 and <.p(Pi) + ( n <.p(Pj )) = A for every i. Write 
;=1 j¢i 

PI = n <.p(Pj). Then A = <.p(Pi) EB PI for every i. We are going to show, by 
j#i 

induction on k, that 

k 

A = P; EB P~ EB ... EB P~ EB ( n <.p(Pj)) , k ~ S. 

j=1 

For k = 1, the statement has been proved. Thus, assume that the formula 
k 

holds for a certain k < s. Then n <.p(Pj) ::) P~+l and since A = P~+1 EB 
j=1 

k k+l 

<.p(Pk+J) , .n <.p(Pj) = Pk+l EB ( .n <.p(Pj)) , as required. In particular, A = 
)=1 )=1 

P{ EBP~EB .. . EBP~, and thus all PI are principal right modules. In addition, since 
PI = Aj<.p(Pi ), the lattice of the sub modules of PI is isomorphic to the lattice 
of the submodules of A containing <.p(Pi), and thus anti-isomorphic to the 
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lattice of the submodules of Pi (since <p-l(A) = 0). However, Pi has a unique 
maximal submodule, and therefore PI has a unique minimal submodule, and 
thus Uj = soc PI is simple. 

In order to show that A is quasi-Frobenius, it is sufficient, in view of 
Theorem 9.3.7, to verify that Ui i: Ui whenever PI i: Pj. 

Observe that <p-l(Pf) = L: Pi, from where Pi = n <p-l(Pj), and thus 
#i #i 

the correspondence between Pi and PI is symmetric. 
We are going to show that if Pi i: Pi , then Ui i: Ui , and consequently, 

PI i: Pj . This will imply immediately that if PI i: Pj , then Pi i: Pi and thus 
Ui i: Ui , as required. 

Hence, write P = Pi + Pi. Then, in view of Pi n Pi = 0, PI Pi ~ Pi 
and PI Pi ~ Pi. Since Pi! rad Pi i: Pi I rad Pj , there are just two maximal 
submodules in P, one containing Pi and the other Pj . However, <pep) = 
<p(Pi) n <p(Pj). This means that the lattice of the submodules of P is anti­
isomorphic to the lattice ofthe submodules of A = <p(0) which contain <p(Pi)n 
<p(Pj). Since <p(Pi) + <p(Pj) = A, AI(<p(Pi)n<p(Pj» ~ AI<p(Pi)tJJAI<p(Pj) ~ 
PI tJJ Pj . Thus, in PI tJJ Pi ' there are just two minimal submodules, which is 
impossible if Ui ~ Uj (because, in this case, any element a + b, where a E Ui , 
b E Uj , generates a simple submodule of Ui tJJ Uj , and therefore there are at 
least three such submodules). 

Now assume that the algebra A is quasi-Frobenius. Then it is possible to 
display an explicit anti-isomorphism of the lattices of the left and the right 
ideals of A in the following way. For every right ideal I, put £(1) = {a E A I 
aI = OJ, and for every left ideal J, put r(J) = {b E A I Jb = OJ. Evidently, 
£(1) is a left and r(J) is a right ideal and I:> I' or J :> J' implies £(1) C £(1') 
or r(J) C r(J'), respectively. We are going to show that £ and r are mutually 
inverse maps; it is clear that this means that they realize the required lattice 
anti-isomorphism. 

Consider the exact sequence of (right) A-modules 

o -+ I -+ A -+ AI I -+ o. 
Applying the functor HomA( -, A) and taking into account that A is in­

jective, we obtain the exact sequence 

Now, every homomorphism AI I -+ A is determined uniquely by the image of 
the class 1 + I, which, obviously, may be any element a E A such that aI = o. 
In other words, HomA(A/ I, A) ~ £(l) and the above sequence can be written 
in the form 

0-+ £(1) -+ A -+ A/£(I) -+ O. 

Applying the functor HomA( -, A) again and identifying HomA(AI£(I), A) 
with ri(I), we get the exact sequence 

0-+ r£(I) -+ A -+ A/r£(l) -+ 0, 
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in which 1'£(I) and A/1'£(I) are isomorphic to Hom A (HomA(1, A), A) and 
Hom A (HomA (~4/ I, A), A), respectively. 

Now, observe that there is a unique homomorphism of the modules 
M --+ HomA(HomA(M,A),A) which maps m E M to the homomorphism 
m : HomA(M, A) --+ A such that, for any f E HomA(M, A), m(f) = f(m). 
It is clear that the set of all such homomorphisms forms a functor morphism 
IdA-mod --+ Hom A (HomA( -, A), A) . In particular, we get the following com­
mutative diagram with exact rows 

o --+ I --+ A --+ A/I --+ 0 

1 1 1 (9.3.1) 

o --+ 1'£(1) --+ A --+ A/1'e(1) --+ o. 
Here the middle map is an isomorphism. 

We shall show that the map M --+ HomA(HomA(M, A), A) is a monomor­
phism for every M. To this end, embed M into an injective module Q and 
observe that, since A is quasi-Frobenius, Q is bijective. Consequently, it is 
a direct summand of a free module. Therefore, there is a monomorphism 
M --+ nA for some n. This means, however, that for any non-zero m E M, 
there is a homomorphism f ; M --+ A such that f(m) =1= O. It follows that 
m(J) = f( m) =1= 0; hence 1'71 =1= 0 and our map is a monomorphism. 

It remains to remark that if in the diagram (9.3.1) the outer maps are 
monomorphisms, then they are necessarily isomorphisms. Indeed, since the 
middle map is an isomorphism, the map A/I --+ A/1'£(1) must be an epi­
morphism, hence it is an isomorphism. Now, one can apply the Five lemma 
to obtain that the map I --+ 1'1!( I) is also an isomorphism. The proof of the 
theorem is completed. 0 

Corollary 9.3.9. An algebra A is quasi~F1'obenius if and only if 1'£(1) = I for 
every right ideal I and rl!( J) = J for every left ideal J. 

9.4 Uniserial Algebras 

We have seen that the description of representations of a quasi-Frobenius 
algebra A can be reduced to the description of representations of some quotient 
algebra B. However, in general, the algebra B and its representations can have 
still a rather complex structure. The situation becomes significantly simpler if 
we assume that all quotient algebras of A are quasi-Frobenius, as well. In that 
case, the description of the modules can be achieved by successive applications 
of Corollary 9.3.4. It turns out that the algebras satisfying this condition have 
themselves a relatively simple description. Moreover, all ideals of such algebras 
A are principal ideals, i. e. of the form aA for some a E A. Conversely, every 
algebra of principal ideals has quasi-Frobenius quotients. 
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Let us formulate these statements in the form of a theorem. 

Theorem 9.4.1. The following properties of an algebra A are equivalent: 

1) 
2) 
2a) 
3) 

every quotient algebra of A is quasi-Frobenius; 
every ideal of A is a principal right ideal, and thus it is of the form aA; 
every ideal of A is is a principal left ideal; 
every right ideal of A is principal; 

3a) every left ideal of A is principal; 
4) A ~ Al X A2 X ••• X As, where Ai ~ Mni(Bi), where each Bi is a local 

algebra with a principal right ideal rad Bi ; 
4a) A ~ Al X A2 X ••• X As, where Ai ~ Mni(Bi), where each Bi is a local 

algebra with a principal left ideal rad Bi . 
If, in addition, the algebra A is indecomposable (into a direct product), then 
the above properties are equivalent to the following one: 
1a) A and its quotient algebra by some minimal ideal are quasi-Frobenius. 

Proof. Evidently, we may assume that the algebra A cannot be decomposed 
into a direct product. The implications 1) =? 1a), 3) =? 2), 3a) =? 2a) are 
trivial. 

1a) =? 4). Let I be a minimal ideal such that both A and A/I are quasi­
Frobenius. There is a principal (and thus also biprincipal) A-module P which 
is not an A/I-module. But then clearly A/I = A-(P) (see the Separation 
lemma, 9.2.2). Let A ~ nP EI7 pI, where pI does not have any direct sum­
mands isomorphic to P. Denote by PI the maximal submodule of P and by 
P2 the factor module P/UI , where UI = socP. By Proposition 9.2.4, PI is 
a coprincipal and P2 a principal A/I-module. Since A/lis a quasi-Frobenius 
algebra, PI is a principal A/I-module. Hence, by Proposition 9.2.4, either 
PI ~ P2 , or PI is isomorphic to a direct summand of P'. However, in the 
latter case, PI would be a bijective A-module and thus P = PI EI7 X, which is 
impossible. 

Consequently, PI ~ P2 . Thus P2 has a minimal submodule U2 ~ soc PI = 
UI and P2/U2 ~ PI/UI ; it follows that P2/U2 also contains a unique min­
imal submodule U3 isomorphic to U2, and thus to UI . Continuing in this 
process, we construct a composition series of P all of whose factors are iso­
morphic to UI . Moreover, this composition series is unique. In view of the 
Jordan-Holder theorem, we obtain in particular that HomA(P' , P) = o. By 
duality, P* is also a principal module with a unique composition series, and 
HomA(P, PI) ~ HomA(P' *, P*) = o. Consequently, A ~ Al X A2 , where 
Al = EA(nP) ~ Mn(B) with the local algebra B = EA(P), and A2 = EA(PI). 
Since A is indecomposable, pI = 0 and A ~ Al . 

Write R = radB. Then radMn(B) = Mn(R) (Proposition 3.3.11). Now, 
rad A = nPI and P( PI) ~ P; thus there is an epimorphism A -t rad A, and 
rad A, as well as rad B, is a cyclic module, as required. 

4) =? 3). Let A = Mn(B), where R = radB is a principal right ideal. 
Then there is an epimorphism r.p : B -+ R. This implies that R2 is the unique 
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maximal submodule of R. Besides, 'P( R) = R2. Thus 'P( R2) = R3 is the unique 
maximal submodule in R2, etc. In this way, we see that every right ideal of B 
is of the form Rm. However, B ~ EACP), where P is a principal A-module. In 
view of the Morita theorem, the lattice of the B-submodules of B is the same 
as the lattice of the A-submodules in B ® B P ~ P and, for every A-submodule 
Me P, there is an epimorphism P ---+ M. By induction on k, one can easily 
deduce that, for any submodule M C kP, there is an epimorphism kP ---+ M. 
In particular, for any right ideal I C A, there is an epimorphism A ---+ I, and 
thus I is a principal right ideal. 

2) => 1). Let A ~ nP EEl pI, where P is a principal module and pI has 
no direct summands isomorphic to P. If Ml = radP, then II = nMl EEl pI is 
an ideal in A, and thus a cyclic A-module. Therefore there is an epimorphism 
A ---+ II, and thus an epimorphism P ---+ MI. Consequently, MI also has 
a unique maximal submodule M2 , and MI / M2 ~ P / MI. But then I2 = 
nM2 EEl pI is again an ideal, and therefore there is an epimorphism P ---+ M2 . 
Continuing this process, we construct a unique composition series of P with 
isomorphic factors. From here, as before, HomA(P, PI) ;", HomA(p l , P) = 0 
and A = Al X A2 ; since A is indecomposable, pI = o. Now, P contains a 
unique minimal submodule, and hence, by Theorem 9.3.7, we conclude that A 
is quasi-Frobenius. It is clear that the condition 2) translates to all quotient 
algebras of A, and therefore all quotient algebras of A are quasi-Frobenius. 

Now, noting that the conditions 1) and la) are left-right symmetric, we 
can similarly deduce that 1a) => 4a) => 3a) => 2a) => 1). The proof of the 
theorem is completed. 0 

The algebras which satisfy the conditions of Theorem 9.4.1 are called 
uniserial (or principal ideal algebras). 

The following corollary is an immediate consequence of Theorem 9.4.1 and 
Corollary 9.3.4. 

Corollary 9.4.2. Every indecomposable module over a uniserial algebra is 
isomorphic to a factor module of a principal module. By duality, every inde­
composable module over a uniserial algebra is isomorphic to a submodule of a 
principal module. 

Observe that in the course of the proof of Theorem 9.4.1 we have also 
established that a principal module over a uniserial algebra has a unique 
composition series. Consequently, it has just one submodule of a given length, 
and we can formulate the following corollary. 

Corollary 9.4.3. An indecomposable module over a uniserial algebra is, up 
to an isomorphism, uniquely determined by its length and projective cover (or 
injective hull). 

Theorem 9.4.1 provides also a simple criterion for an algebra to be unise­
rial. 
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Proposition 9.4.4. An algebra A is uniserial if and only if its diagram con­
sists of isolated points and loops (one-point cycles). 

Corollary 9.4.5. An algebra A is uniserial if and only if the algebra Aj R2, 
where R = rad A, is uniserial. 

Exercises to Chapter 9 

1. Let A be a minimal algebra corresponding to the partially ordered set 

(see Exercise 8 to Chap. 3). Find the lengths of the principal right and left 
A-modules and see that their maxima are not equal. 

2. Show that a three-dimensional algebra A with basis {1, a, b} and multiplication 
table a2 = b2 = ab = ba = 0 has no bijective modules. 

3. Let A = Tn(K) (the algebra of triangular matrices), and let W = nK be the 
space of n-tuples over the field K viewed as an A-module. Prove that W is the 
only bijective A-module and fi~d A - (W). 

4. Consider the path algebra K(V) of the diagram V: 

Let J be the ideal of the paths of non-zero length, A = K(V)j J2, el and e2 
the idempotents corresponding to the vertices 1 and 2, Pi = eiA and Pi = Ae; . 
Prove that PI" ~ P~ and P; ~ Pi . Tb,us, A is a Frobenius algebra. Deduce that 
B = EA(PI Ei:) P2 Ei:) P2 ) is a quasi-Frobenius but not a Frobenius algebra. 

5. Prove that a semisimple algebra is a Frobenius algebra. 

6. If A is a Frobenius algebra, prove that Mn(A) is a Frobenius algebra. 

7. Prove that A is a Frobenius algebra if and only if there is a non-degenerate 
bilinear form T which is inner A-bilinear (in the sense of Sect. 8.3), i. e. which 
satisfies T( ba, c) = T( b, ac) for all a, b, c E A. 

8. Let a = E Ogg and b = E f3gg be elements of the group algebra KG of a finite 
9 9 

group G. Define 

T(a,b) = L Og-lf3g • 

9 

Prove that T is a non-degenerate inner A-bilinear form on KG and thus, KG is 
a Frobenius algebra. 
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9. Prove that A is a Frobenius algebra if and only if 

dim I + dimf(I) = [A : K] and dimJ + dimr(J) = [A : K] 

for every right ideal I and every left ideal J of A. (Hint: To show that A is 
a quasi-Frobenius algebra, consider the ideal I = k(rad P) E£) X, where P is a 
principal module of A and A = kP E£) X such that X has no direct summands 
isomorphic to P.) 

lO. Let P be a right, or left, principal module over the algebra Tn(K) of triangular 
matrices. Prove that socP is simple. (Note that Exercise 3 implies that Tn(K) 
is not a quasi-Frobenius algebra.) 

l1. Let u be an automorphism of a division algebra D. The (infinite dimensional) 
algebra A = D[t, a] of "polynomials" an tn + an-l tn- 1 + ... + ao , where ai E D 
and multiplication is given by the rule fa = a(a)t for every a E D, is called the 
skew polynomial algebra (over D). Verify that tn A = Atn and prove that A/tn A 
is a local uniserial algebra. 

12. Prove that every local uniserial algebra of separable type (see Sect. 8.5) is of the 
form A/tn A, where A = D[t, a] is a skew polynomial algebra over a separable 
division algebra D constructed in the preceding exercise. Moreover, the division 
algebra D and the exponent n are determined uniquely, while the automorphism 
u is determined up to conjugacy (in the automorphism group) and an inner 
automorphism of the division algebra D. 

13. Making use of Exercise 12, describe all uniserial algebras of separable type. 

14. Let 1 = el +e2 + .. . +en be a minimal decomposition of the identity of an algebra 
A, n :::: 3. Prove the following statement: If, for every idempotent e which is a 
sum of three distinct idempotents of the given decomposition, eAe is a quasi­
Frobenius algebra, then A is a quasi-Frobenius algebra. (Hint: Let Pi = eiA 
and soc Pi be not simple; then Pi :::> Uj E£) Uk , where Uj and Uk are simple 
A-modules, P(Uj) ~ Pj = ejA, P(Uk) ~ Pk = ekA; i,j,k are not necessarily 
distinct. Let P be a direct sum of pairwise distinct modules from Pi, Pj , Pk 
and B = EA(P); then the socle of the principal B-module Pi = HomA(P, P;) 
is not simple, in contradiction to Theorem 9.3.7, since B is quasi-Frobenius. 
Similarly, if Pi :j!. Pj , but soc Pi ~ soc Pj ~ Uk , show that soc Pi ~ soc Pj , which 
contradicts Theorem 9.3.7 again because, in view of Theorem 8.4.4, Pi :j!. Pj .) 

15. Let A = K(V)/ J2, where K(V) is the path algebra of the diagram V which is 
a cycle of the form 

3 n-l n 

"~ __ '_. ____ '_. _______ '_. ____ :J 

(n :::: 3) and J is the ideal generated by the paths of non-zero length. Prove that 
A is a quasi- Frobeni us algebra, but eAe, where e = el + e2 + ... + ek, k < n with 
idempotents ei corresponding to the vertices i, is not quasi-Frobenius. (Hint: 
Use Corollary 9.3.5.) Thus, a converse of the statement of Exercise 14 is false. 

16. Let 1 = el + e2 + ... + en be a minimal decomposition of the identity of an 
algebra A, n :::: 2. Let the algebra (ei + ej )A( ei + ej) be uniserial for every pair 
of indices i, j. Prove that the algebra A is uniserial. 
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Corollaries 9.4.2 and 9.4.3 provide a simple description of modules over unise­
rial algebras. However, it is easy to see that this description uses not so much 
the fact that all quotient algebras are quasi-Frobenius as that they all possess 
bijective modules. 'In this chapter we shall consider a more general class, the 
class of serial algebras, also introduced by T. Nakayama, which are character­
ized by the fact that each of their quotient algebras has a bijective module. We 
shall show that this is the most general class of algebras for which statements 
similar to those of Corollaries 9.4.2 and 9.4.3 hold. The structure of serial 
algebras is substantially more involved than that of uniserial algebras. How­
ever, under rather general assumptions, we can obtain a complete description 
of these algebras (the main results have been obtained by H. Kupisch). 

10.1 The Nakayama-Skornjakov Theorem 

Let M be a right or left module over an algebra A. The module M is said 
to be .serial if the submodule lattice of M is a chain (i. e. a linearly ordered 
set). This condition is obviously equivalent to the fact that every non-zero 
submodule N of M has a unique maximal submodule (which is the radical of 
N), or equivalently, that N/radN is simple for every non-zero submodule N 
ofM. 

A direct sum of serial modules is called a .semi-.serial module. A trivial 
example of a serial or semi-serial module is a simple or semisimple module, 
respectively. In view of the Krull-Schmidt theorem, every direct summand of 
a semi-serial module is semi-serial. In particular, an indecomposable direct 
summand is a serial module. 

Theorem 10.1.1 (Nakayama-Skornjakov). Let A be an algebra. Then the 
following .statement.s are equivalent: 

1) Every right A-module i.s .s emi-.s erial. 
1a) Every left A-module i.s .semi-.serial. 
2) The right regular and the left regular A-modules are semi-serial. 
2a) The right regular and coregular A-modules are semi-serial. 
2b) The left regular and coregular A-modules are semi-serial. 
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3) Every indecomposable A-module (right and left) is isomorphic to a factor 
module of a principal module. 

3a) Every indecomposable A-module (right and left) is isomorphic to a sub­
module of a coprincipal module. 

4) Every indecomposable A-module M (right and left) is projective as a mod­
ule over the quotient algebra AI Ann M. 

4a) Every indecomposable A-module M (right and left) is injective as a module 
over the quotient algebra AI Ann M. 

5) There exists a bijective right module over every quotient algebra of the 
algebra A. 

5a) There exists a bijective left module over every quotient algebra of the al­
gebra A. 

The algebras satisfying these equivalent conditions are said to be serial 
algebras. 

Proof. The equivalences 1) {:} 1a), 2) {:} 2a) {:} 2b), 3) {:} 3a), 4) {:} 4a) and 
5) {:} 5a) follow from duality (note that it is easy to see that Ann M* = Ann M 
for every module M). 

The implications 1) => 2a) and 4) => 3) are obvious. 
2) => 5). Observe that condition 2) is preserved for quotient algebras: If 

A = PI E9P2 E9 ... E9Pn with serial modules Pi, then All = PI/PI IE9PdP2IE9 
... E9Pnl PnI and all Pi! PiI are obviously again serial. Therefore it is sufficient 
to verify that 2) implies the existence of a bijective A-module. It is convenient 
to consider the condition 2a), equivalent to 2). 

Let M be a module of maximal length among all the principal and coprin­
cipal right A-modules. Since M is serial, it contains a unique maximal and a 
unique minimal submodule. But then Corollaries 3.2.8 and 9.1.7 imply that 
M is principal and coprincipal, i. e. that the module M is bijective. 

5) => 4). Let M be an indecomposable A-module and W a bijective module 
over the quotient algebra B = AI AnnM. Since M is a faithful indecomposable 
B-module, the Separation lemma (Lemma 9.2.2) implies that M is isomorphic 
to a direct summand of W, i. e. the B-module M is bijective and thus, in 
particular, projective. 

3) => 1). Let M be an indecomposable A-module. Since it is isomorphic 
to a factor module of a principal module, M contains a unique maximal sub­
module MI = radM (Corollary 3.2.8). On the other hand, M (and therefore 
also MI) is isomorphic to a submodule of a coprincipal module and thus MI 
is indecomposable. We may therefore apply the same argument to M1 : The 
unique maximal submodule M2 = rad MI of MI is indecomposable. Continu­
ing in this manner, we get a chain of submodules M :::> MI :::> M2 :::> .•• of M 
in which every submodule is the unique maximal submodule of the preceding 
one. It turns out that MI , M2, M 3 ,. •• are the only submodules of M, i. e. 
that M is serial. The proof of the theorem is completed. 0 
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Remark. It is very essential that the conditions 2), 3) and 4) contain require­
ments for both right and left modules. An algebra may satisfy one of these 
conditions for right (or for left) modules, but be not serial. One of the simplest 
examples of such an algebra is the sub algebra A C Ma (K) consisting of all 
matrices of the form 

(~ aa) o , aiEK. 
as 

Exercise 1 to Chap. 10 shows that A is not a serial algebra; however, A 
satisfies the conditions 3) and 4) for right modules and 2) for the left regular 
module. 

Since a submodule of a principal module over a serial algebra is uniquely 
determined by its length, we obtain an analogue of Corollary 9.4.3. 

Corollary 10.1.2. An indecomposable module over a serial algebra is fully 
determined (up to an isomorphism) by its length and projective cover (or in­
jective hull). 

Since serial algebras can be defined in terms of the module categories (for 
example, by condition 1) of Theorem 10.1.1), every algebra Morita equivalent 
to a serial algebra is serial, as well. In particular, A is a serial algebra if and 
only if its basic algebra is serial. 

The condition 2) of Theorem 10.1.1 asserts that an algebra A is serial 
if and only if all submodules of principal right and left A-modules contain 
a unique maximal submodule. It turns out that it is sufficient to verify this 
property only for maximal submodules of principal modules. 

Proposition 10.1.3. Assume that the radical of any principal right (left) 
A-module contains a unique maximal submodule. Then every principal right 
(left) A-module is serial. 

Proof. Let P be a principal A-module and MI = rad P its unique maximal 
submodule. Since MI contains a unique maximal submodule M2 = rad MI , 
MI is a factor module of some principal A-module PI (Corollary 3.2.8) and M2 
is a factor module of rad Pl. In turn, rad PI is a factor module of a principal 
A-module P2 and thus contains a unique maximal submodule Ma = radM2 . 

Continuing this process, we obtain a chain of submodules P ::::> Ml ::::> M2 ::::> 

Ma ::::> ... of P in which every module is the unique maximal submodule of 
the preceding one. From here, it follows immediately that every submodule of 
P coincides with one of the submodules Mi and thus P is serial. 0 

Corollary 10.1.4. Let R = radA. Then the algebra AjR2 is serial if and 
only if A is serial. 
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Proof. To prove the statement, recall that radP = PR, rad(radP) = PR2 
and that, by Proposition 10.1.3, it is sufficient to verify that the modules 
PRIPR2 (or RQIR2Q) are simple for every principal right module P (prin­
cipalleft module Q). 0 

The latter result, together with Theorem 9.3.7 yield the following conse­
quence. 

Corollary 10.1.5. If the quotient algebra AI R2 is a quasi-Frobenius algebra, 
then A is a serial algebra. 

Proof. Let P be a principal right module over the algebra AI R2. If P is not 
simple, i. e. if rad P #- 0, then its unique maximal submodule rad P coincides 
with the socle (because (radP)R = PR2 = 0). Then, by Theorem 9.3.7, radP 
is simple. This means that P is serial. Similarly, also every principal left AI R2_ 
module is serial. Hence AI R2 and therefore also A is a serial algebra. 0 

Remark. The example of the algebra A of triangular matrices shows that the 
converse of Corollary 10.1.5 is false: A is a serial algebra but AI R2 is not 
quasi-Frobenius. 

10.2 Right Serial Algebras 

We are going to study the structure of serial algebras. In fact, we shall describe 
the structure of a wider class of algebras, of the so-called right serial algebras, 
i. e. of algebras whose right regular module is semi-serial. Of course, a similar 
description holds for left serial algebras, i. e. for algebras whose left regular 
module is semi-serial. The actual formulation of the respective results for left 
serial algebras is left to the reader. 

Observe that Proposition 10.1.3 yields the following corollary. 

Corollary 10.2.1. The algebra AI R2 is right serial if and only if A is right 
serial. 

The proof is the same as that of Corollary 10.1.4 (without mentioning left 
modules). 

Moreover, the fact that an algebra is right serial can be fully characterized 
by its diagram (see Sect. 3.6). 

Theorem 10.2.2. An algebra A is right serial if and only if there is at most 
one arrow starting at each vertex of its diagram V(A). 

Proof. In view of Proposition 10.1.3, an algebra A is right serial if and only 
if the radical radPi of every principal (right) A-module Pi is either zero or 



178 10. Serial Algebras 

isomorphic to a factor module of a principal module Pj. But that means that 
there is either no arrow, or just one arrow (pointing to the vertex j) starting 
at the vertex i of the diagram V( A). 0 

In order to describe all diagrams of right serial algebras, we introduce the 
following definitions. A circuit of a diagram V is a sequence of pairwise distinct 
vertices {i1 ,i2 , ••• ,id and arrows {al,a2, ... ,ad such that each arrow ak 
points from ik to ik+l or from ik+l to ik (assuming that it+l = id. Let us 
remark that it is possible that t = 1. Of course, every cycle is a circuit, but the 
converse is not true in general. A connected diagram without circuits is called 
a tree. A vertex which is not an initial point of any arrow in a given diagram 
V is called a sink, or a root of V. An algebra whose diagram is connected is 
said to be connected; such algebras are indecomposable (d. Theorem 3.6.2). 

Corollary 10.2.3. A connected algebra A is right serial if and only if its 
diagram V(A) is either a tree with a single root, or a diagram with a unique 
circuit which is a cycle such that when removing all arrows of this cycle, the 
remaining diagram is a disconnected union of trees whose roots are vertices of 
the cycle. 

We give two examples for such diagrams. 

Proof. Assume that A is right serial, i. e. such that each vertex of V = V(A) 
is an initial point of at most one arrow. Let {i1, i2, . .. , id, {a1, a2, . .. , ad be 
a circuit of V, and assume that a1 : i2 -+ i1 • Then a2 : i2 -+ i3 is impossible 
and thus a2 : i3 -+ i2. Similarly, a3 : i4 -+ i3, ... , at : i1 -+ it, and thus the 
sequence {at,at-1, ... ,ad is a cycle (if a1 : i1 -+ i2 , then {a1,a2, ... ,ad is 
a cycle). 

If there is no circuit in V, then V is a tree. In this case, let i be a root of 1)­

and let V' be the non-empty set of all vertices of V from which there is a path 
to i. Similarly, denote by V" the set of all vertices from which there is a path 
to any other root of V. Clearly, V' U V" = V and, in view of our assumption, 
V' n V" = 0. Therefore, since A is connected, V" = 0 by Theorem 3.6.2 and 
thus V has a unique root. 

Now, let {a1,a2, ... ,at} be a cycle of V. Observe that ak : ik -+ ik+1 
(with it+l = i1 ) is the only arrow starting at ik. Denote by Vk the set of all 
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vertices of V from which there is a path to ik which does not contain any 
t 

arrow of the cycle; in particular, ik E Vk . Let Vo = V \ U Vk. Since every 
k=1 

circuit of V is a cycle, Vk are pairwise disjoint. Also, since every i E Vk, 
i =f ik is the initial point for a unique arrow (7 whose terminal point is again 
in Vk , there are no cycles in Vk. Finally, since there is obviously no arrow 
with initial point in Vo and terminal point in one of the Vk'S, and since V 
is connected, Vo = 0. Thus, removing all arrows (71, (72, ••• , (7 t of the cycle, 
we obtain a disjoint union of the diagrams Vk each of which is a tree with a 
unique root i k • 

To show the converse, let V = V(A) be a diagram described in the corol­
lary. First, if V is a tree with a unique root, then no vertex is an initial point of 
more than one arrow because there are no circuits in V. It is easy to see that 
the same conclusion holds if there is a (unique) cycle in V and its complement 
is a disjoint union of trees with unique roots which are vertices of the cycle. 
Thus A is right serial and the proof of the statement is completed. 0 

Recall that the pair (B, V), where B = AIR, V = RIR2 and R = radA 
is called the type of the algebra A (see Sect. 8.5). Proposition 10.1.3 implies 
the following statement. 

Corollary 10.2.4. Let (B, V) be the type of an algebra A. Then the algebra 
A is right serial if and only if, for every minimal idempotent e E B, the right 
B-module eV is simple (or zero). 

A B-bimodule V satisfying this condition will be called right serial. 
Corollary 10.2.4 and Theorem 8.5.2 yield immediately the following result. 

Theorem 10.2.5. Every right serial algebra of separable type is isomorphic 
to the quotient algebra of a tensor algebra T(V) by an admissible ideal, where 
V is a right serial bimodule over a separable algebra B. Conversely, every such 
quotient algebra is right serial. 

Thus, in order to describe right serial algebras of separable type, it is 
sufficient to exhibit all admissible ideals of the tensor algebra T = T(V) of a 
right serial bimodule V over a separable algebra B. 

Let 1 = el + e2 + ... + en be a decomposition of the identity of an algebra 
B in which all idempotents ei are minimal, and let I be an admissible ideal 
of the algebra T (defined by a B-bimodule V). Write Ti = eiT, Ji = e;J 
(where J is the fundamental ideal of the algebra T; see Sect. 8.5) and Ii = 
eiI. Then Ii = Til is a submodule of Ti, and I is admissible if and only if 
TiJ2 :) Ii :) TiJm for some m, i. e. if ei = e(T;j Ii) < 00. Moreover, if Ji =f 0, 
or equivalently Vi = ei V =f 0, then ei 2:: 2. Now, Theorem 10.2.5 implies that 
T;jTiJm is a serial module and thus ei uniquely determines the submodule 
Ii = TiJ(;. 
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Conversely, given the numbers ii, one can construct the right ideal I = 

;;, Ii, where Ii = T;Jli, and it remains to clarify conditions under which I is 
i=1 
a two-sided ideal. 

First, let us remark that if the simple B-modules eiB and ejB are isomor­
phic, then ei and ej are conjugate: ej = aeia-1 for an invertible element a from 
B. Hence, ali = ae;I = ejaI = ejI and thus £i = £(T;!Ii) = £(Tj/lj ) = £j. In 
other words, the correspondence i -+ £i defines a function on the diagram '0 
oftype (B, V). 

Now, let eiB 't ejB and let there be an arrow from the vertex corre­
sponding to ei to the vertex corresponding to ej in D. This means that 
Vi = eiV ~ ejB. Then, since J = VT, TiJ = eiTJ = eiVT = ViT and 
TiP = ViT J = Vi VjT. Continuing in this process, we obtain 

Ii = T Jti = Vi, Vi 2 ••• Vil T, £ = £i , 

where {i = i 1 , i2 , ••• , it} is a sequence of vertices in '0 such that there is 
an arrow from ik to i k+1 (k = 1,2, ... , £ - 1). It follows, in particular, that 
BI = I, and V I C I if and only if, for every vertex io from which there is 
an arrow to i, Via Vi, ... VilT c I. But Via Vi, ... VilT c eiaT, and therefore 
Via Vi, ... Vil T C Iia = Via Vi, ... Vim T, where m = £ia - 1. This is equivalent 
to the inequality £ ?: m, i. e. Ii ?: lia - 1. 

If i is a sink in the diagram '0, then clearly Vi = 0 and necessarily £j = 1. 
Consequently, we get the following result. 

Proposition 10.2.6. Let B be a semisimple algebra, V a right serial B­
module and V a diagram of type (B, V). An admissible ideal I C T(V) is 
determined uniquely by assigning a natural number £i to each vertex i of '0 
in such a way that £i = 1 for every sink i and that 2 :::; £i :::; £j + 1 for every 
arrow from i to j. 

Now, having a description of admissible ideals of T(V), it is easy to obtain 
a complete classification of right serial algebras of separable type. 

Theorem 10.2.7. A right serial algebra A of separable type (B, V) is deter­
mined by assigning a natural number£j to every vertexi E D(A) in such a way 
that £i = 1 for every sink i and that 2 :::; £i :::; £j + 1 for every arrow from i to 
j. Two algebras, described by (B,V,£1,£2, ... ,£s) and (B',V',£~,£~, ... ,£~,), 
respectively, are isomorphic if and only if there is an algebra isomorphism 
rp : B -+ B ' , a B-bimodule isomorphism19 f : V -+ V' such that £~(i) = £j, 

where (j is the isomorphism of the diagrams of(B, V) and (B', V') induced by 
the pair (rp,l). 

Proof. Taking into account Theorem 8.5.2 and Proposition 10.2.6, it only 
remains to verify the isomorphism criterion. Assume that an algebra A de-

19 The B-bimodule structure of VI is defined by bl vb 2 = <p( b1 )v<p(b2 ) for every v E V' 
and b1 ,b2 E B. 
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scribed by the data {B, V,.e1,.e2, ... ,.es } is isomorphic to an algebra A' de­
scribed by {B', V',.e~,.e~, ... , .e~, }. Then an isomorphism 'IjJ : A -+ A' in­
duces isomorphisms r.p : B -+ B' and f : V -+ V', because B = Aj R, 
B' = A'jR', V = RjR2 and V' = R'jR'2, where R = radA and R' = radA'. 
Moreover, if A = PI EB P2 EB ... EB Pn with principal A-modules P;, then 
A' = P{ EB P~ EB ... EB P~, where PI = 'IjJ(P;) are principal A'-modules and 
.e(P;) = .e(Pf). Now, if i is a vertex of the diagram "DCA), then, as we have 
seen, .ei is just the length of the corresponding principal A-module. Conse­
quently, .e~(;) = .e; for the diagram isomorphism (J' : "D(A) -+ "D(A') induced 
by the isomorphism 'IjJ, or by the pair (r.p, f). 

Conversely, given r.p and f with the indicated properties, then the isomor­
phism T(V) -+ T(V') induced by the pair (r.p, f) clearly carries the ideal I 
given by the sequence (.e1, .e2, ... , .es) over to the ideal I' given by the sequence 
(.e~,.e~, ... ,.e~). Hence, the quotient algebras T(V)jI and T(V')jI' are isomor­
phic and the theorem is proved. 0 

If A is a split algebra (for instance, if the field K is algebraically closed), 
then its type is given by the "multiplicities" ni assigned to each vertex 

s 
i E "D(A): They describe the decomposition Aj R = n Mn;(K). Hence, such 

;=1 
algebras can be described in the following way. 

Corollary 10.2.8. A split right serial algebra is determined by the data 
{"D; 11,1,11,2, ... ,ns; 11, 12, ... ,Is}, where"D is a diagram whose connected compo­
nents satisfy the condition formulated in Corollary 10.2.3 and ni,.e; (i E "D) are 
natural numbers such that .e; = 1 for every sink i and 2 ::; .e i ::; .ej + 1 for every 
arrowfromi toj. Two algebras described by ("D;n1,n2, ... ,ns;.e1,.e2, ... ,.es) 
and ("D'; n~, n~, ... , n~/;.e~,.e~, ... , .e~/) are isomorphic if and only if there is a 
diagram isomorphism (J' : "D -+ "D' such that .e~(;) = .e i and n~(i) = ni for all 
vertices i E "D. 

10.3 The Structure of Serial Algebras 

Since serial algebras are right serial, all results of the preceding section apply 
here. We need only to specify more precisely the form of diagrams and possible 
types of such algebras. 

Theorem 10.3.1. Let A be a connected algebra and (B, V) its type; let B = 
s 
II Mn;(D;) with division algebras Di. The algebra A is serial if and only if 
;=1 
"D(A) is either a cycle or a chain and, moreover, D1 ~ D2 ~ ... ~ Ds. 

Proof. Applying Corollary 10.2.4 and its analogue for left serial algebras, we see 
that A is serial if and only if both the right B-module e V and the left B-module 
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Ve are simple for every minimal idempotent e E B. We can, obviously, assume 
that A is basic. 

Let 1 = e} + e2 + ... + e. be a decomposition of the identity of the algebra 
B such that eiB :::::: D i. There is an arrow from j to i in the diagram D = D(A) 
if and only if V}i = ej Vei =f:. o. But if Vji =f:. 0 and Vki =f:. 0 for j =f:. k, then 
the left module Vei contains direct summands Vji and Vki and therefore is 
not simple. Hence, no vertex i of the diagram D is a terminal point of more 
than one arrow. Since, by Theorem 10.2.2, no vertex is an initial point of more 
than one arrow, one can see easily that the diagram D is either a cycle or an 
(oriented) chain. 

Now, choose in D a pair of vertices i,j such that there is an arrow j 
to i. Then V}i =f:. 0 and thus, evidently, ej V = Vji = Vei is a simple right 
B-module and a simple left B-module. Since Vjiei =f:. 0, it turns out that 
V}i :::::: Di as right B-modules. Similarly, Vji :::::: D j as left B-modules. Thus, we 
have obtained a Dj-Di-bimodule U = Vji which is isomorphic to Di as a right 
Di-module and Dj as a left Dj-module. Assigning to every element a E Dj 
a Di-homomorphism U -+ U which maps u E U into au, we get an algebra 
homomorphism r.p : D j -+ EndD;(U) :::::: Di . Since Dj is a division algebra, r.p is 
a monomorphism. Since, moreover, [D j : K] = [Di : KJ, r.p is an isomorphism, 
i. e. D j :::::: Di. Since A is connected, i. e. the diagram is connected, all division 
algebras D}, D 2 , ... , D. are isomorphic. 

Conversely, let D be a chain or a cycle and D1 :::::: Dz :::::: ... :::::: D •. By 
Theorem 10.2.2, the algebra A is right serial. However, if i is an arbitrary 
vertex of the diagram D, then Vei is either 0 or coincides with Vji for a 
unique vertex j from which there is an arrow to i. Since A is right serial, 
V}i is a simple right B-module and thus V}i :::::: Di. On the other hand, since 
ej Vji = Vji, Vji :::::: mDj as left B-module. In view of [Di : K] = [Dj : KJ, this 
is possible only for m = 1 and then Vei is a simple left B-module. Thus A is 
left serial and, consequently, serial, as required. 0 

Theorems 10.3.1 and 10.2.7 facilitate a complete description of serial alge­
bras of separable type. Since we may restrict our considerations to connected 
(indecomposable) basic algebras, it is necessary to describe only those bimod­
ules V over the algebra B = D', where D is a division algebra, which are 
simultaneously right and left serial. In this case, the diagram D of the type 
(B, V) is either a chain 

Z 3 .-} • 
• ... ... ... .. . 

or a cycle 
1 z 3 .-1 • 
\: ... ... t • 'J 

Write Vi = ei V, where ei is the minimal idempotent of the algebra B corre­
sponding to the vertex i of the diagram D. Then V; = V ei+}, i = 1, 2, ... , s -1, 
and V. = 0 if D is a chain, or V. = Ve} if D is a cycle. Moreover, V; is a one­
dimensional D-bimodule, i. e. V; is defined by an automorphism O"i of the 
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division algebra D (see Sect. 4.1, Example 3). We may assume that Vi = D 
and that a 0 v 0 b = ai(a)vb (here, multiplication on the left-hand side of 
the expression is in the D-bimodule Vi and on the right-hand side, in the 
division algebra D). Consider an automorphism <p of the algebra B which 
induces an automorphism T of the division algebra D in the ith component, 
and the identity in all other components of B. Then, we may define on a B­
bimodule V a new B-bimodule structure VIP by a * v * b = <pea) 0 v 0 <pCb). 
IT v E Vj, where j -# i and j -# i-I, then clearly a * v * b = a 0 v 0 b. 
IT v E Vi, then a * v * b = T(a) 0 v 0 b = aiT(a)vb. Finally, if v E Vi-I, 

then a * v * b = a 0 v 0 T(b) = a;_I(a)vT(b). In particular, for v = 1, 
a * 1 = ai-I (a) = 1 * T-Iai_1 (a), so that the automorphism corresponding to 
the ith component of the bimodule VIP is aiT and the one corresponding to 
the (i -l)th component is T-Iai_l. By Theorem 10.2.7, the pair (B, V) can 
be replaced by (B, VIP) (choosing for f the identity map V -4 VIP). 

Taking i = 2, T = aI, we can replace in this way the original choice of 
automorphisms by a choice with al = 1. Continuing in this manner by taking 
i = 3, T = a2 etc., we arrive to the situation when al = a2 = ... = a.-I = 1. 
In the case that D is a cycle, we are left with an automorphism a = a •. Apply­
ing the previous construction to every vertex i E D each time with the same 
automorphism T, we replace, as we can see easily, the sequence {I, 1, ... , 1, a} 
by {l,l, ... ,l,T-I aT}. Of course, we can equally replace {l,l, ... ,a} by 
{I, ... , 1, a, 1, ... ,I} (a being at an arbitrary given position). 

Let us remark that if U is a one-dimensional D-bimodule defined by an 
automorphism a and W a one-dimensional D-bimodule defined by an auto­
morphism T, then the one-dimensional D-bimodule U 0D W is defined by Ta. 
Indeed, identifying U and W with D, we have a 0 (1 0 1) = (a 01) 0 1 = 
a(a) 01 = (10 a(a)) 01 = 10 (a(a) 01) = 10 T(a(a)) = (101) 0 Ta(a). 

It follows that if Vi is a B-bimodule defined by ai, then the bimodule 
V = VI 0 B V2 0 B ... 0 B Vs is defined by the automorphism a = a • ... a2 al . 

Now, let the diagram D be a cycle, V' be a B-bimodule defined by the au­
tomorphisms {a~, a~, ... , a~}, 1jJ : B -4 B be an automorphism of the algebra 
Band f: V -4 V' an isomorphism such that f(a 0 v 0 b) = 1jJ(a) 0 f(v) o1jJ(b). 
Obviously, f(Vi) = V£(i) , where k is a cyclic permutation of {I, 2, ... , s}. Let, 

as before, V = VI 0B V2 0B ... 0B V., V' = V£(I) 0B V£(2) 0B.·· 0B V£(.). 
Then f induces a map J: V -4 V' such that J(a 0 v 0 b) = 1jJ(a) 0 J(v) o1jJ(b). 
Denoting by T the automorphism of the division algebra D which coincides 
with the restriction of 1jJ to the first component of the algebra B, and taking 
v = 1 0 1 0 ... 0 1, we get 

J(a 0 v) = T(a) 0 J(v) = J(v 0 a(a)) = J(v) 0 Ta(a). 

Considering J(v) as a basis element of the one-dimensional D-bimodule 
V', we see that Viis a bimodule defined by the automorphism TaT-I. On 
the other hand, Viis defined by the automorphism a' = a~(.) ... a~(2)a~(1) . 
It follows that TaT- 1 and a' differ by an inner automorphism of the division 
algebra D (see Example 3 of Sect. 4.1). 
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Taking into account that V can always be defined by a sequence {1, 1, ... , 
1, a}, we obtain a complete classification of serial algebras of separable type. 

Theorem 10.3.2. A connected aerial algebra of aeparable type ia determined 
by fD, D, aj nI, n2, . .. , nsj CI , C2, .. . , Cs}, where 1) ia a diagram which ia either 
a chain or a cycle, D a aeparable diviaion algebra, a an automorphiam of the 
diviaion algebra D (here a = 1 if 1) ia a chain) and ni, Ci are natural numbera 
aatiafying 2 ::::; Ci ::::; CHI + 1 for i = 1,2, ... ,8 - 1 and auch that Cs = 1 if 1) ia 
a chain, and 2 ::::; Cs ::::; CI + 1 if 1) ia a cycle. Furthermore, the diviaion algebra 
1) ia unique up to an iaomorphiam, and the automorphiam a up to conjugacy 
and an inner automorphiam; the aequencea of natural numbera {nI, n2, ... , ns} 
and {CI , C2, ... , Cs} are unique if 1) ia a chain and unique up to a aimultaneoua 
cyclic permutation if 1) ia a cycle. 

We shall also give a criterion for basic algebras to be serial which will 
resemble the characterization of uniserial algebras as algebras of principal 
ideals. 

Theorem 10.3.3. A baaic algebra A ia aerial if and only if ita radical R ia a 
principal right and a principal left ideal. 

Proof. Obviously, we may assume that A is connected (indecomposable). If A 
is serial, then its diagram is either a chain or a cycle and thus the principal 
right A-modules PI, P2, . .. , Ps can be indexed in such a way that P(PiR) ~ 
PHI, i = 1,2, ... ,8 - 1, and that PsR = 0, or P(PsR) ~ Pl. But then 

s 
P(R) ~ EB P(PiR) is isomorphic to a direct summand of A and hence R is a 

i=I 
principal right ideal. Similarly, R is a principal left ideal. 

Conversely, let R be principal both as a left and as a right ideal. Then 
there is an epimorphism A --+ R. Consequently, P( R) is a direct summand of 
A and thus each of the principal right modules Pi appears in P(R) no more 
than once. Let 1 = el + e2 + ... + es be a decomposition of the identity such 
that Pi ~ eiA, V = Rj R2 and Vij = ei Vej. Recall that P = P(R) ~ P(V) 
and the multiplicity of Pi in P equals the multiplicity of the simple A-module 
Ui = Pi/PiR in V (Theorem 3.3.7). Therefore there is at most one index'j 
such that Vji "I- 0 and then Vji ~ Uj . In a similar way, the fact that R is a 
principal left ideal implies that, for each i, there is at most one index j such 
that Vij "I- 0 and then Vij is a simple left A-module. 

Now, we are going to show that every vertex i of the diagram 1)(A) is 
an initial point of at most one arrow. Indeed, if there were arrows from i to 
two distinct points j and k, then Vij "I- 0 and Vik "I- 0, a contradiction. Also 
if there were more than one arrow from i to j, the multiplicity of Uj in Vij 
would be bigger than one, again a contradiction. As a result, the algebra A is 
right serial (Theorem 10.2.2). Similarly, A is left serial, and thus serial. 0 
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IDA Quasi-Frobenius and Hereditary Serial Algebras 

If a quasi-Frobenius algebra A is right serial, and thus every principal right A­
module is serial, then the principal left A-modules, being co-principal, i. e. dual 
to the principal right ones, are also serial and hence A is serial. This means 
that for quasi-Frobenius algebras, the properties to be right serial, left serial 
and serial are all equivalent. The following theorem establishes a criterion for 
serial algebras to be quasi-Frobenius. 

Theorem 10.4.1. Let A be a connected serial algebra. Then .4 is a quasi­
Frobenius algebra if and only if D(A) is a cycle and all principal right A­
modules ha'ue the same length. 

Proof. Assume that A is a quasi-Frobenius algebra. If A is semisimple, the 
statement is trivial. Otherwise, since A is connected, Corollary 9.3.5 implies 
that D(A) has no sinks. Thus D(A) is a cycle. Moreover, if'-P : Pj ~ Ri is an 
epimorphism of the principal A-module Pj onto the radical of the principal 
A-module Pi, then '-P is not a monomorphism (in view of the fact that Pj is 
injective). Thus, £j = £(Pj) > £(Ri) = £(Pi ) - 1, i.e. £j ~ £i. Taking into 
account that D(A) is a cycle, we obtaine1 ~ £2 ~ ... ~ £. ~ £1, so all £i are 
equal. 

Conversely, let D(A) be a cycle and £1 = £2 = ... = £ •. Let P = Pi be a 
principal right A-module, Mk its unique submodule such that £(PjMk) = k 
(clearly, Mk = PRk, where R = radA). For convenience, write p.+1 = PI, 
p.+2 = P2 , etc. Then P(1'I'II) ~ Pi+l and thus M2 is an epimorphic image of 
Ri+1 ; from here, P(M2 ) ~ Pi+2. In general, P(Mk) ~ Pi+k for j\!.h "# O. In 
particular, soc P = ]..;1f.-1 and thus P(soc Pi) = Pi+f.-1 . It is clear that the 
modules Pi+f.-1 are non-isomorphic for i = 1,2, ... ,s. Therefore the socle of 
a principal right A-module Pi is simple and for Pi i:- Pj , soc Pi i:- soc Pj . By 
Theorem 9.3.7, A is a quasi-Frobenius algebra, as required. D 

Corollary 10.4.2. A connected quasi-Frobenius serial algebra A of sepa­
rable type is determined by {s, D, 0", £; n1, n2, ... ,n.}, where D is a sepa­
rable division algebra, 0" an automorphism of the division algebra D and 
s, £, n1, n2, ... ,n. are natural numbers. Furthermore, D is unique up to an 
isomorphism and 0" is 1mique up to conjugacy and an inner automorphism; 
the sequence {n1' n2, ... ,n.} is 1mique 1Lp to a cyclic perm1Ltation (the number 
s of vertices in the cycle D and the length £ of the principal A-modules are 
unique). 

Let us describe the hereditary right serial algebras. First, let us remark 
that, in view of Corollary 3.7.3, there are no cycles in the diagram D of such 
algebras. By Corollary 10.2.3, it follows that D is a disjoint union of trees 
with unique roots. For algebras of separable type, a complete description can 
be obtained from Theorem 8.5.4 and 10.2.5: such an algebra is isomorphic to 
T(V), where V is a right serial bimodule over a separable algebra B such that 
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there are no cycles in the diagram of type (B, V). However, it turns out that 
the statement holds even without the assumption of separability. This follows 
from the following result. 

Theorem 10.4.3. Let A be a finite dimensional algebra, R = radA, V = 
V(A), B = AIR and V = RI R2. Assume that for any arrow <p : i -+ j in the 
diagram V, there is no path (7 : i -+ j of length 2 or more (in particular, V 
contains no cycles). Then the algebra A is isomorphic to a quotient algebra of 
the tensor algebra T(V) of the B -bimodule V by an admissible ideal. 

Proof. As in the proof of Theorem 8.5.2, it is sufficient to verify that there is 
a subalgebra A ~ B of A and a B-subbimodule R of R such that R = REB R2. 

Denote by PI, P2, ... ,Ps the distinct principal A-modules, Ri = rad Pi 
and Rij = HomA (Pj, Pi). If f : Pi -+ Pi is a homomorphism which is not an 
isomorphism, then 1m f C R i . Consequently, f = 'ljJg where 'ljJ : P( R;) -+ Ri 
is an epimorphism and g : Pi -+ peRi). Since V has no cycles, it follows that 
for any direct summand Pj of peRi)' j i=- i and there is no path from j to 
i. Then, by Lemma 3.6.1, Rji = 0 and hence g = 0 and f = O. Therefore, 
EA(Pi) = Di is a division algebra. Let A ~ nP1 EB n2P2 EB ... EB nsPs . Applying 
Theorem 3.5.2 to the algebra A ~ EndA(A), we see that R = EB Rij, B = 

i#j 
s 

AIR ~ IT MnJDi) and A contains a sub algebra A ~ B. 
i=1 

Now, let there be an arrow from i to j. Then every path from i to j 
is an arrow and, according to Lemma 3.6.1, Rij ~ Vij = eiVej, where ei, 
ej are idempotents such that eiA ~ Pi and ejA ~ Pj. Write R = .EB. Rij 

'~J 

(summation runs over the pairs (i,j) for which there is an arrow from ito j); 
thus we have a submodule R of R such that R = R EB R2 and the theorem 
follows. 0 

Corollary 10.4.4. A hereditary right serial algebra is isomorphic to T(V), 
where V is a bimodule over a semisimple algebra B such that the diagram of 
type (B, V) is a disjoint union of trees with 'unique roots. 

Corollary 10.4.5. A hereditary serial algebra is isotypic (i. e. Morita equiv­
alent) to a direct product of algebras of triangular matrices over division al­
gebras. 

Proof. Clearly, it is sufficient to prove that a connected basic hereditary serial 
algebra A is isomorphic to an algebra of triangular matrices over a division 
algebra. However, in view of Theorem 10.2.3 and Corollary 10.4.4, such an 
algebra is isomorphic to T(V), where V is a bimodule over the algebra B = 
D x D x ... x D = DS (D is a division algebra) such that '\.-~J = ei Vej = 0 
if j i=- i + 1 and Vi(i+l) is a regular D-bimodule for i = 1,2, ... ,5 - 1 (here, 
1 = el + e2 + ... + es is a minimal decomposition of the identity of the 
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algebra B). Denote by ei(i+l) the element of V;(i+l) for which aei(i+l) 

ej(iH)a for a E D. 

Let us compute V02. Clearly, for j =I- i + 1, V;(i+l) @B V j (j+l) = o. 
On the other hand, V;(i+1) @B Vci+l)(i+2) ~ D @D D ~ D and the element 
ei(i+2) = ei(i+l) @ e(i+l)(i+2) is a basis element of this module. Similarly, we 
may construct the elements ei(i+3) = ei(i+2) @ e(i+2)(i+3) , and in general, all 
elements eij for s :::: j > i. Observe that V0 8 = 0 because there are no paths of 
length s in the diagram of type (B, V). Therefore every element of the algebra 
T(V) has a unique form L: aijeij = L: eijaij with aij E D. Since we can 

1 ::;i<j::;s i,j 
see easily that eijekl = 0 for j =I- k and eijejl = eil, we may associate each 
element of the algebra with the matrix 

and obtain an isomorphism T(V) ~ Ts(D), as required. o 

From the preceding description of T(V) and Theorem 10.4.3 we obtain 
the following consequence. 

Corollary 10.4.6. Let A be a connected serial algebra whose diagram is a 
chain. Then A is isotypic (i. e. Morita eq1livalent) to a quotient algebra of 
T 8 (D), where D is a division algebra. 
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Exercises to Chapter 10 

1. Let A C M 3 (J() be a subalgebra consisting of all matrices of the form 

(~ a3
) ° , 

as 
ai E J(. 

a) Prove that the regular left A-module is semi-serial while the right one is 
not. 

b) Let M be a right A-module, eij be the matrix units and Mi = M eii . 
Verify that multiplication by e12 (or e13) defines a linear transformation 
L2 : MI -> M2 (or L3 : MI -> M3 , respectively). Conversely, let MI , M2 , 
M3 be three vector spaces and let L2 : MI -> M2 and L3 : MI -> M3 be 
linear transformations. Put M = MI 87 M2 87 M3 and define multiplication 
of elements by the basis elements of the algebra by the formulas 

(ml,m2,m3)ell = (ml,O,O); (ml,m2,m3)en = (O,mz,O); 

(ml,mz,m3)e33 = (0,0,m3); (ml,m2,m3)eI2 = (0,m I L 2 ,0); 
(ml,m2,m3)eI3 = (0,0,m I L3). 

Show that in this way M becomes an A-module. Moreover, if N is another 
A-module obtained in this way by means of transformations L~ and L~, 
then M ~ N if and only if there are automorphisms 'Pi of the spaces Mi , 
i = 1,2,3 such that 

L: = 'PI Li'Pi, i = 2,3. 

c) Making use of the construction in b), compute all indecomposable A­
modules and check that they satisfy the conditions 3) and 4) of Theo­
rem 10.1.1. 

d) Verify that rad A is a principal right ideal but it is not a principal left ideal. 

2. Consider the subalgebra A C M2(<C) consisting of all matrices of the form 

(~ 
Show that A is right serial, but not left serial, while D(A) is a chain and rad A 
is a principal right ideal. 

3. Let A = T2(I<) (the algebra of triangular matrices), Pi = eiiA (where eii is a 
matrix unit), P = 2P1 87 P2 , B = EndA (P). Prove that B is a serial algebra and 
rad B is not a principal right ideal. 

4. Prove that if R = rad A is principal both as a right and as a left ideal, then A 
is serial. (Hint: Let A ~ ffi niPi ~ ffi niP! , where Pi (Pf) are mutually non-

i=! i=l 

isomorphic principal right (left) A-modules so that if Pi ~ eiA then PE ~ Aei; 

let P( Pi R) = ffi tij Pj , P( RPE) = ffi t: j Pj . From Exercise 5 to Chap. 3, ded uce 
j=l j=l 

m m 

that I: tij ni s: nj and I: t: j 11i s: nj for every j. Using these inequalities and 
i=l i=l 

m 

the fact that tij = ° implies tii = ° and vice versa, deduce that I: tij < 1 and 
j=l 

m 

I: t: j s: 1 for any i.) The converse is, in view of Exercise 3, false. 
j=l 
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5. Prove that an algebra A is right serial if and only if any diagram of the form 

PI 

Pa , 

where PI, P2 , Pa are principal A-modules (not necessarily distinct) can be 
completed to one of the following two commutative diagrams: 

Pa Pa . 

6. Let 1 = el + e2 + ... + en be a minimal decomposition of the identity of an 
algebra A (n ~ 3). Prove that A is right serial (serial) if and only if, for any 
choice of three indices i,j, k, the algebra eAe, where e = ei + ej + ek , is right 
serial (serial). (Hint: Use Theorem 8.4.4 and the preceding exercise.) 

7. Prove a theorem similar to the one formulated in the previous exercise for right 
serial hereditary algebras. 

8. Let B = D 8 , where D is a finite dimensional division algebra, 1 = el +e2 + .. . +e. 
be a minimal decomposition of the identity of the algebra B, and let V be a 
B-module satisfying the following conditions: Vij = ei Vej = 0 for all pairs (i,j), 
except for (i,i + 1) and (s,l); Vi(i+l) is a regular D-bimodule and Val a D­
bimodule defined by an automorphism u of the division algebra D. Prove that 
the tensor algebra T(V) is isomorphic to the algebra of matrices of the form 

( t:~~ :~: :~: . . . :::) 
~~~l •• • t.a.a~ . .. ~~~ ......... ~~~ 
tan! tan2 tana ... ann 

where aij are elements of the skew polynomial algebra D[t,u] (see Exercise 11 
to Chap. 9), and that the fundamental ideal J consists of the matrices whose 
diagonal entries are all multiples of t. 

9. From Exercise 8, deduce a description of basic serial algebras of separable type. 
How should we modify the construction of the respective matrix algebra in order 
to obtain algebras which are not basic? 

10. Prove that a quasi-Frobenius serial algebra A of a separable type (B, V) is 
isomorphic to T(V)/ J k , where J is the fundamental ideal of the tensor algebra 
ofthe B-bimodule V. 



11. Elements of Homological Algebra 

The present chaptef has been written for the English edition. The aim of this 
extension is to present an introduction to homological methods, which play an 
increasingly important role in the theory of algebras, and in this way to make 
the book more suitable as a textbook. Besides the fundamental concepts of a 
complex, resolutions and derived functors, we shall also briefly examine three 
special topics: homolog-ical dimension, almost split sequences and Auslander 
algebras. 

11.1 Complexes and Homology 

A complex of A-modules (V., d.), or simply V. , is a sequence of A-modules 
and homomorphisms 

l/" d2 V d , do d_ 1 
. .. ----+ v 2 ----+ 1 ----+ Vo ----+ V-I ----+ V - 2 ----+ .. . 

such that dndn+1 = 0 for all indices n. Clearly, this means that 1m dn+1 C 
Kerdn. Thus, one can define the homology modules Hn(V.) = Ker dn/lmdn+1 . 

The set of the maps d. = {dn } is called the differential of the given 
complex. In what follows, we shall write often dx instead of dnx for x E Vn 
(and use, without mentioning it, other similar simplifications by omitting sub­
scripts). The coset e "homology coset") x + 1m dn +1 , where x E Ker dn , will 
be denoted by [x]. 

If (V: , d~) is another complex, a complex homomorphism f. : V. -+ V: is 
a family of homomorphisms fn : Vn -+ V~ "commuting with the differential", 
i. e. such that fn-1 dn = d~fn for all n. Evidently, such a family induces 
homology maps 

Hn(J.) : HneV.) -+ Hn(V:) 

by Hn(J.)[x] = [fn(x)] for all n (it is easy to see that for dx = 0, also 
d' f( x) = 0 and [I( x + dy)] = [I( x)]). In this way, we can consider the 
category of complexes of A-modules com-A and the family of the functors 
Hn : com-A -+ mod-A. 

Two homomorphisms f. and g. : V. -+ V: are said to be homological if 
Hn(J.) = Hn(g.) for all n; we shall denote this fact by f. == g •. An impor­
tant example of homological homomorphisms is the case of homotopic homo­
morphisms in the following sense. Two homomorphisms f. and g. are called 
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homotopic: f. '" g. if there are homomorphisms Sn : Vn --> V~+l such that 
fn - gn = d~+lSn + Sn-1dn for all n (the sequence s. = {sn} is called a 
homotopy between f. and g.). 

Proposition 11.1.1. Homotopic homomorphisms are homological. 

Proof. For every homology class [x], 

HnU.)[x] = [J(x)] = [g(x) + d's(x) + s(dx)] 

= [g(x) + d's(x)] = [g(x)] = Hn(g.)[X] 

because dx = O. o 

Two complexes V. and V~ are called homotopic if there are homomor­
phisms f. : V. --> V~ and f~ : V: --> V. such that f.f~ '" 1 and f~f. '" 1. In 
this case, we shall write V. '" V~ . 

Corollary 11.1.2. If V. and V~ are homotopic, then H,,(V.) ~ Hn(V~) for 
all n. 

Remark. The converse of Proposition 11.1.1 and of Corollary 11.1.2 does not 
hold in general: f. == g. does not imply f. '" g. and Hn(V.) ~ Hn(V:) for all 
n does not imply V. '" V~ (see Exercise 1 and 2). 

Along with complexes of the above type ("chain complexes") it is often 
convenient to consider "cochain complexes" (V·, d·) of the form 

-1 d - 1 0 dO 1 d 1 ? 
. .. ----+ V ----+ V ----+ V ----+ V - ----+ ... 

with the condition dn dn- 1 = O. In this case, we obtain the cohomology modules 
Hn(v·) = Kerdn jImdn- 1. Obviously, one can pass from chain to cochain 
complexes simply by changing the indices, i. e. putting vn = V-n and dn = 
d_ n ; hereby, Hn becomes H-n. One can usually use the "chain" terminology 
if the complex is bounded from the right, i. e. there is a number no so that 
Vn = 0 for n < no and "cochain" terminology if V. is bounded from the left, 
i. e. if there is a number no so that Vn = 0 for n > no . 

If F : mod-A --> mod-B is a functor, then F induces a functor F. : 
com-A --> com-B assigning to a complex V. = {Vn,dn} the complex F.(V.) = 
{F(Vn),F(dn )}. For example, considering the functor hM : mod-A --> Vect 
for a fixed A-module 111 (see Example 1 in Sect. 8.1), we obtain the functor 
com-A --> com-K assigning to a complex V. the complex HomA(M, V.) = 

{HomA(M, Vn )}. Similarly, for a left A-module N, we have the functor - @A N 
assigning to a complex V. the complex V. @A N = {Vn @A N}. A contravariant 
functor from mod-A to mod-B, i. e. a functor C : (mod-A)O --> mod-B defines 
a functor C· : (com-A)O --> com-B, but it is more convenient in this case 
to consider C·(V.) as a cochain complex with the nth component equal to 
C(Vn). For instance, if C = h~1 (see Example 6 in Sect. 8.1), we obtain a 
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contravariant functor mapping a chain complex {Vn } into a cochain complex 
{HomA(Vn, M)}. 

It is evident that every such functor maps homotopic homomorphisms 
(and complexes) into homotopic ones; however, again, f. == g. does not imply 
F.U.) == F.(g.) (see Exercise 3). 

Let f. : V. -+ V~ be a complex homomorphism. Then, obviously, 
d~(Imfn) C Imfn-l and dn(Ker fn) C Ker fn-l for all n, and thus we get 
the complexes Imf. = {Imfn} and Ker f. = {Ker fn}. Therefore, one can 
define exact sequences of complexes just the same way as exact sequences of 
modules in Sect. 8.2. The following theorem seems to playa fundamental role 
in homological algebra. 

Theorem 11.1.3. Let 0 -+ V~ ~ V. ~ V~' -+ 0 be an exact sequence of com­
plexes. Then, for each n, there is a homomorphism an : Hn(V~') -+ Hn-l(V~) 
such that the following sequence is exact: 

Hn+I(V:') 

Hn(V:') 

Hn(V:) 

Hn-l(V:) 

Hn(f.) 
---+ 

Hn-df.) 
---+ ---+ ... 

Proof. (We shall use the same letter d for differentials in all complexes and 
omit subscripts.) Let [x] be a ho~ology coset of Hn(V~'). Since gn is an epi­
morphism, x = g(y) for some y E Vn . Now, g(dy) = dg(y) = dx = 0 and 
thus, in view of the exactness, dy = fez) for some z E V~_l. Furthermore, 
f(dz) = df(z) = J2y = 0 and therefore dz = 0 because f is a monomorphism. 

Let us verify that the coset [z] E Hn-I(V:) depends neither on the choice of 
y nor on the choice of x in the homology coset [x]. Indeed, if g(y') = g(y), then 
g(y'-y) = 0 and y'-y = feu) for some u; thus dy' = dy+df(u) = f(z+du) and 
[z + du] = [z]. Furthermore, let [x'] = [x], i. e. x' = x + dv for some v E V~+l . 
Then there is w E Vn+1 such that v = g(w) and therefore x' = g(y + dw). 
Since dey + dw) = dy, the choice of x' does not effect the coset [z]. 

Consequently, setting an [x] = [z] gives a well-defined homomorphism 
an: Hn(V:') -+ Hn-I(V:). It remains to prove that the long sequence is exact. 

We are going to show that KerHnU.) C Iman+ l and Keran C ImHn(g.) 
and leave the other (rather easy) verifications to the reader. Let HnU.)[x] = o. 
Thus f(x) = dy for some y E Vn+l . Put z = g(y). Then dz = g(dy) = 
gf(x) = 0 and we get [z] E HnH(V:') satisfying a[z] = [x] according to the 
definition of a. 

Now, let an[x] = O. By the definition of a, this means that if x = g(y) 
and dy = fez), then z = du for some u E V~. Hence, x = g(y - feu)) and 
d(y - feu)) = dy - f(du) = 0, which gives that [x] = Hn(g.)[y - feu)], as 
required. 0 

A complex V. is called acyclic in dimension n if Hn(V.) = 0 and acyclic if 
it is acyclic in all dimensions (trivially, it means that V. is an exact sequence). 
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Corollary 11.1.4. Let 0 -+ V: ~ V. ~ V:' -+ 0 be an exact sequence of 
complexes. Then 

1) V. is acyclic in dimension n if and only if On is a monomorphism and 
On+! is an epimorphism. 

2) V: is acyclic in dimension n if and only if Hn(g.) is a monomorphism 
and Hn +1 (g.) is an epimorphism. 

3) V:' is acyclic in dimension n if and only if Hn - 1 (f.) is a monomorphism 
and Hn(f.) an epimorphism. 

Corollary 11.1.5. Let 0 -+ V: -+ V. -+ V:' -+ 0 be an exact sequence of 
complexes. 

1) If V: and V:' are acyclic in dimension n, then V. is acyclic in dimension n. 
2) If V. is acyclic in dimension n and V: in dimension n - 1, then V:' zs 

acyclic in dimension n. 
3) If V. is acyclic in dimension n and V:' in dimension n + 1, then V: zs 

acyclic in dimension n. 

The construction of the connecting homomorphisms On also yields the 
following statement, whose proof is left to the reader. 

Proposition 11.1.6. Let 

0 ---> V' • ---> V. ---> V" • ---> 0 

a·1 13·1 ~·1 
0 ---> w' . ---> w. ---> w" • ---> 0 

be a commutative diagram of complexes with exact rows. Then the following 
diagram is commutative: 

Hn(V:') 
an 

Hn-1(V:) ---> 

Hnh·)l 1 Hn-da.) 

Hn(W;') 
an 

Hn-1(W;) . ---> 

11.2 Resolutions and Derived Functors 

Let M be an A-module. A projective resoZ'ution of M is a complex of A­
modules P. in which Pn = 0 for n < 0, all Pn are projective, and p. is 
acyclic in every dimension n 1= 0, while Ho(P.) ~ M is a fixed isomorphism. 
Observe that Kerdo = Po and thus Ho(Po) = Po/Imd1 ; hence, we have a 
fixed epimorphism 7r : Po -+ M whose kernel is 1m d1 . Therefore a projective 
resolution is often considered in the form of an exact sequence 
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However, in what follows, we want to underline the fact that M is not included 
in its projective resolution: the last non-zero term of its resolution is Po. 

In a dual way, one defines an injective resolution of an A-module M as a 
cochain complex Q. in which Qn = 0 for n < 0, all A-modules Qn are injective 
and such that Q. is acyclic in all dimensions n =I- 0, while M ~ HO( Q.) = 
Ker a,o is a fixed isomorphism. Such a resolution can be identified with an 
exact sequence 

Generally speaking, we will deal with projective resolutions, leaving the 
corresponding formulations (and proofs) for injective resolutions to the reader. 

Let P. be a projective resolution of a module M and P; a projective 
resolution of M'. Then every complex morphism f. : P. -+ P! induces a 
module homomorphism cp : M -+ M'. The morphism f. is said to be an 
extension of cp to the resolutions p. and P!. In other words, an extension of 
cp to the resolutions is a commutative diagram 

"'-
"'- p' z P' I 

M o 
~1 
M' o 

Theorem 11.2.1. 1) Every A-module M has a projective resolution. 
2) Any two projective resolutions of a module M are homotopic. 
3) Every homomorphism cp : M -+ M' can be extended to the resolutions P. 

and P! of the modules M and M', respectively. 
4) Any two extensions of cp to a given pair of resolutions are homotopic. 

Proof. 1) For every A-module M, there is an epimorphism cp : Po -+ M with 
a projective module Po (Corollary 3.3.4). Write MI = Ker 71' and construct an 
epimorphism 71'1 : PI -+ MI , where PI is again projective. This epimorphism 
can be interpreted as a homomorphism d l : PI -+ Po with ImdI = Ker7l'. 
Applying the same construction to Mz = Ker d l , we obtain dz : Pz -+ PI 
with 1m dz = Ker d1 • Continuing this process, we get a projective resolution 
P. of the module M. 

3) Let P; be a projective resolution of M'. Consider the homomorphism 
CP7l' : Po -+ M'. Since Po is projective and 71" : PJ -+ M' is an epimorphism, 
there is a homomorphism fo : Po -+ PJ such that 71" fo = CP7l'. From here., 
71"fod1 = cp7l'd1 = 0 and thus Imfod1 C Ker7l". However, Imd~ = Ker7l", 
and PI is projective, so there is it : PI -+ P{ such that fodl = d~it. In 
particular, d~ it dz = fo d l dz = 0 and therefore 1m it d2 C Ker d~ ; hence there is 
h : Pz -+ P2 such that it dz = d~fz . Continuing this procedure, we construct 
an extension f. : P. -+ P! of the homomorphism cpo 

4) If g. : P. -+ P! is another extension of cp, then f. - g. is an extension 
of the zero homomorphism. Hence, it is sufficient to show that f. '" 0 for any 
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extension f. of the zero homomorphism. In such a case we have a commutative 
diagram 

P3 
d3 P2 

d 2 
PI 

dl 
Po 0 ... --t --t --t --t --t 

f31 121 it1 fo 1 
d' d' d' pI 3 pI 2 pI 1 Po' 0 ... --t --t --t --t --t 3 2 1 0 

with Imfo C Imd~ (since Ho(f.) = 0). 
Since Po is projective, fo = d~ So for some So : Po -+ P{ ; thus fo = d~ So + 

s_ldo (because do = 0). Consider 11 = It -sod1 . Then d~11 = d~1t -d~ sod1 = 
d~1t - f od1 = 0 and therefore 1m 11 C Kerd~ = Imd~ in view of Hl(P~) = O. 
Since PI is projective, there exists Sl : PI -+ P~ such that 11 = d~Sl , i. e. 
It = sod1 + d~Sl . Now, take 12 = h - Sl d2; again d~12 = d2h - d2s1d2 = 
d~h - Itd2 + sod1d2 = 0 and subsequently 12 = d~S2' i.e. h = sld2 + d~S2 
for some S2 : P2 -+ P~ . Again, by induction, f. '" O. 

2) Let P. and P~ be two projective resolutions of a module M. There are 
extensions f. : P. -+ P~ and f~ : P~ -+ P. of the identity homomorphism 
1 : M -+ M. But then f.f~ and f!f. also extend 1 : M -+ M. Since the 
identity morphisms 1. : P. -+ P. and 1. : P~ -+ P~ extend 1 : M -+ M, 
as well, 4) implies that f.f~ '" 1 and f~f. '" 1. Therefore P. '" P~ and the 
theorem is proved. 0 

Taking into account the fact that every functor F : mod-A -+ mod-B 
translates homotopic complexes and homomorphisms into homotopic ones, 
and applying Proposition 11.1.1 and Corollary 11.1.2, we get the following 
consequence. 

Corollary 11.2.2. 1) Let F : mod-A -+ mod-B be a functor and P. a pro­
jective resolution of an A-module M. Then the homology Hn(F(P.) is 
independent of the choice of the resolution P •. 

2) If P~ is a projective resolution of M' and f. : P. -+ P~ an extension of 
a homomorphism !.p : M -+ M ' , then Hn(F.(f.» is independent of the 
choice of the extension f •. 

In the situation described in Corollary 11.2.2, we shall write LnF(M) = 
Hn(F.(P.» and LnF(!.p) = Hn(F.(f.)). If f. is an extension of!.p and g. 
an extension of'IjJ : M' -+ Mil, then g.f. is an extension of 'IjJ!.p and thus 
LnF( 'IjJ!.p) = LnF( 'IjJ )LnF(!.p), i. e. LnF is a functor mod-A -+ mod-B, which 
is called the n-th left derived functor of the functor F. Similarly, replacing 
projective resolutions by injective ones, one can define right derived functors 
Rn F. The definitions of left and right derived functors of a contravariant func­
tor G can be given dually, using injective resolutions for LnG and projective 
resolutions for RnG. All further arguments apply to right derived, as well as 
contravariant functors. 

Proposition 11.2.3. A right (left) exact functor F satisfies LoF ~ F (re­
spectively, RO F ~ F). 
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Proof. IT p. is a projective resolution of M, then PI ~ Po - M - 0 is an 
F(dd . 

exact sequence, and thus F(PJ) ---+ F(Po) - F(M) - 0 IS exact, as well. 
Therefore, LoF(M) = Ho(F.(P.)) = F(Po)/ImF(dJ) ~ F(M). 0 

The importance of derived functors stems in many respects from the exis­
tence of "long exact sequences". Their construction is based on Theorem 11.1.3 
and the following lemmas. 

Lemma 11.2.4. For every exact sequence of modules 

O---+M' ~M ~M"---+O, 

there are projective resolutions P!, P. and P!' and an exact sequence 

O P' f. P. g. p" 0 ---i' • ---i' • ~ • ---+ , 

in which f. extends cp and g. extends "p. 

Proof. Let 7r' : PJ - M' and 7r" : PJ' - M" be epimorphisms. Put Po = 
PJ 61 PJ' and consider a homomorphism 7r = (7r', TJ) : Po - M, where TJ is a 
homomorphism PJ' - M such that "pTJ = 7r". It is easy to verify that 7r is also 
an epimorphism and that we obtain a commutative diagram 

0 0 0 

I 1 1 J. 
0 M' CP1 

Ml "'1 Mf' 0 ---+ I ---+ ---+ ---+ 

1 1 1 
0 PJ 

fo 
Po 

go 
PJ' 0 ---+ ---+ ---+ ---+ 

~' 1 ~l ~1I1 
0 M' cP M '" M" 0 ---+ ---+ ---+ ---+ 

1 1 1 
0 0 0 

in which all columns and the two lower rows are exact; here. Mf = Ker 7r' , 
Ml = Ker7r, Mf' = Ker7r". According to part 3) of Corollary 11.1.5 (see also 
Exercise 3 to Chapter 8) the first row is also exact, and thus we may apply to 
it the same construction. By repeating this procedure, we obtain a required 
exact sequence of resolutions. 0 

Lemma 11.2.5. If 0 - V~ - V. - V~' - 0 is an exact sequence of com­
plexes, where all modules V~' are projective, then the sequence 0 - F.(V~) -
F.(V.) - F.(V~') - 0 is exact for every functor F. 

Proof. Since every sequence 0 - V~ - Vn - V~' - 0 splits, the sequence 
o - F(V~) - F(Vn) - F(V~') - 0 also splits. 0 
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Now we apply the preceding lemmas and Theorem 11.1.3 in order to get 
a long exact sequence for arbitrary functors. 

Corollary 11.2.6. Let 0 -+ M' ~ M ~ M" -+ 0 be an exact sequence 
of modules. Then for any functor F, there exist connecting homomorphisms 
an : LnF(M") -+ Ln-1F(M') so that the following sequence is exact 

... -+ Ln+1F(M") 
L~) LnF ( M") 

LnF(M') 

Ln_1F(M') 

Ln F(<p) -Ln_1F(<p) - -+ ... 

Observe that, by definition, LnF = 0 for n < 0 and thus, Corollary 11.2.6 
implies that LoF is always right exact. In particular, if F itself is right exact, 
then in view of Proposition 11.2.3, the end of the long exact sequence has the 
following form: 

... - L1 F(M") ~ F(M') - F(M) - F(M") - 0 . 

Corollary 11.2.7. 1) A functor F is right (left) exact if and only if F ~ LoF 
(respectively, F ~ R O F). 

2) A right (left) exact functor F is exact if and only if L1F = 0 (respectively, 
R1F = OJ. 

Observe that, for an exact F, both LnF = 0 and Rn F = 0 for all n > O. 
If a module P is projective, then its projective resolution has a very simple 

form: Po = P and Pn = 0 for n > O. In particular, LnF(P) = 0 for all n > O. 
This trivial observation indicates how to characterize derived functors "ax­

iomatically" , in the following way. 

Theorem 11.2.B. Let F be a right exact functor and {Pn I n ~ O} a family 
of functors satisfying the following properties: 

1) Po ~ F (as functors); 
2) Pn(P) = 0 for all n > 0 and all projective P; 

3) If 0 -+ M' ~ M ~ M" -+ 0 is an exact sequence of modules, then 
there are homomorphisms Lln : P n (M") -+ P n-l (M'), n ~ 0, so that the 
following sequence is exact: 

... -+ Pn+1(M") Lln+l 
- Pn(M') 

~ Pn(M") ~ Pn-l(M') 

Then Pn(M) ~ LnF(M) for all n ~ 0 and all modules M. 

Proof. The exact sequence 0 -+ L ~ P -+ M -+ 0 with a projective module 
P induces a long exact sequence for the functors Pn . For n = 1, we get the 
exact sequence 
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Pl(P) = 0 -+Pl(M) ~Po(L) ~~) po(P), 

from where Pl(M) ~ Kerpo(a) = Ker F(a) ~ LIF(M) by the condition 1). 
For n > 1, the exact sequence has the form 

Pn(P) = 0 -+ Pn(M) ~ Pn-l(L) -+ Pn-l(P) = 0, 

thus Lln is an isomorphism and the theorem follows by induction. 0 

Remark. In fact, in Theorem 11.2.8, Pn ~ LnF as functors; however, we will 
not use this result. 

From Proposition 11.1.6, we get also the following consequence. 

Corollary 11.2.9. Let 

0 -+ M' -+ M -+ Mil -+ 0 

a1 131 ,1 
0 -+ N' -+ N -+ Nil -+ 0 

be a commutative diagram with exact rows. Then the following diagram zs 
commutative: an LnF(M") -+ Ln-1F(M') 

Ln F(,) 1 1 Ln_1F(a) 

LnF(N") an Ln-1F(N') . -+ 

11.3 Ext and Tor. Extensions 

The construction of derived functors applies, in particular, to the functors 
Hom and 0 (more precisely, to the functors hM , h'N, X 0A - and - 0A Y). 
Since Hom is left exact, it is natural to consider right derived functors RnhM 
(constructed by means of injective resolutions) and Rnh'N (constructed by 
means of projective resolutions, since h'N is contravariant), which coincide 
for n = 0 with hM and h'N. It is a remarkable fact that these constructions 
produce the same result. 

Theorem 11.3.1. For all A-modules M, N and each n 2: 0, 

Proof. Fix a module M and put Pn(N) = RnhN(M). If cp : N -+ L, 
then cp induces a functor morphism h'N -+ hi assigning to a homomor­
phism a : M -+ N the homomorphism cpa : M -+ L, and thus also a de­
rived functor morphism Pn(CP) : Pn(N) -+ Pn(L). Note that if N is injective, 
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then, in accordance with the definition of injectivity (see Theorem 9.1.4), 
the functor h'N is exact and therefore Pn(N) = 0 for n > O. In addition, 
Po(N) = ROh'N(M) ~ h'N(M) = hM(N) by Proposition 11.2.3. Clearly, this 
isomorphism is functorial in N, and thus Po ~ hM . 

Now, let 0 --+ N I ~ N ~ Nil --+ 0 be an exact sequence. Then, for any 
complex p. consisting of projective modules, the sequence of complexes 

is exact. Taking for p. a projective resolution of the module M, we get, accord­
ing to Theorem 11.1.3, just a long exact cohomology sequence similar to that 
which appears in the formulation of Theorem 11.2.8 (condition 3)). Thus, all 
the conditions of this theorem are satisfied, and therefore Pn(N) ~ Rn hM(N). 
The proof of the theorem is completed. 0 

The common value RnhM(N) ~ Rnh'N(M) is denoted by Ext'A(M,N). 
An analogous result holds for the functors t M = M 0 A - and t N = 

- 0A N, where M is a right and N is a left A-module. 

Theorem 11.3.2. For any right A-module M and any left A-module N, and 
each n 2: 0, 

The proof is (quite similar to the proof of Theorem 3.1) left to the reader. 

The common value of these functors is denoted by Tor~(M, N). Let us 
point out that Ext~(M,N) ~ Hom(M,N) and Tor~(M,N) ~ M0AN. 

The functor Ext~(M, N) is closely related to the module extensions. Re­
ferring to Sect. 1.5, let us reformulate the definition of an extension of a module 
M with kernel N as an exact sequence ( of the form 

(: 0 --+ N ~ X!'" M --+ o. 

Two extensions ( and (I, where 

(' : 0 --+ N ~ Xl ! M --+ 0 

are said to be equivalent (which is denoted by ( ~ (') if there is a homomor-
phism ,: X --+ XI such that the following diagram is commutative: 

0 N a 
X 

{3 
M 0 ---> ---> ---> ---> 

IN 1 11 1M 1 
0 N 

a' XI {3' 
M O. ---> ---+ ---+ ---+ 

By Lemma 8.2.1 (Five lemma), I is an isomorphism. Denote by Ex(M, N) the 
set of all equivalence classes of extensions of M with kernel N. 
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By Corollary 11.2.6, an exact sequence ( induces a connecting homomor­
phism oe; : HomA(M, M) ~ Ext~(M, N). The element 8(e) = O«(1M) is called 
the characteristic class of the extension (. If ( ~ (', then the diagram 

is, by Corollary 11.2.9, commutative (with the vertical maps being identity 
morphisms). From here, 8(e) = 8(('), and therefore we get a well defined map 
8: Ex(M, N) ~ Ext~(M, N). 

Theorem 11.3.3. The map 8 is one-·to-one. 

Proof. We are going to construct an inverse map w. To this end, fix an exact 
sequence 0 ~ N ~ Q ~ L ~ 0 with an injective module Q. By Corol­
lary 11.2.6, the sequence 

HomA(M, Q) ~ Hom(M, L) ~ Ext~ (M, N) ---+ 0 

is exact (since Ext~(M, Q) = 0). In particular, every element u E Ext~(M, N) 
is of the form u = o( <.p) for some <.p : M ~ L. Consider a lifting of the given 
exact sequence along <.p (see Exercise 5 to Chap. 8), i. e. the exact sequence 

f 9 
~:O~N~Z~M~O, 

where Z is a submodule of QED M consisting of the pairs (q, m) such that 
O"(q) = <.p(m), and f and g are defined by the rules fen) = (c:(n),O) and 
g(q,m) = m. If <.p' is another homomorphism satisfying o(<.p') = u, then <.p' = 
<.p + 0"1] for some 1] : M ~ Q. Then an equivalence of the extensions ~ and e : 0 ~ N ~ Z' ~ M ~ 0 constructed as a lifting along <.p', is given by 
a homomorphism ,: Z ~ Z' sending (q,m) into (q + 17(m),m) (the simple 
verification is left to the reader). Consequently, by defining w(u) = ~, we get 
a map Ext~(M,N) ~ Ex(M,N). The commutative diagram 

O---+N~Z~M---+O 

IN 1 ~ 1 ~ 1 
o ---+ N Q L 0, 

where '1f;(q,m) = q, yields, in view of Corollary 11.2.9, a commutative square 

HomA(M,M) 

hM(~) 1 
HomA(M,L) 

and thus 8w( u) = 0e(1M) = o( <.p) = u. 
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It remains to show that w6( 0 ~ ( holds for an arbitrary extension 

( : ° -N ~ xL M _ 0. Let 6(0 = u. Since Q is injective, the homomor­
phism e : N - Q extends to p, : X - Q such that p,a = e, and yields a 
commutative diagram 

° N or X /3 M ° ---+ ---+ ---+ ---+ 

IN I pI ~I 

° N IE 

Q 
tr L 0. ---+ ---+ ---+ ---+ 

Therefore the following square is commutative: 

HomA(M,M) 
8( 

Ext~(M,N) ---+ 

hM(~) 1 11 
HomA(M,L) 8 Ext~(M,N) , ---+ 

and u = 8(c.p). Using this c.p in constructing w(u) as above, we get a sequence 
e : ° -N - Z - M - 0. But then the homomorphism, : X - Z given 
by ,(x) = (p,(x),,B(x») establishes the equivalence of ( and e = w(u). The 
theorem is proved. 0 

In the sequel, we shall identify the elements of Ext~(M, N) and the re­
spective extensions. Since, for a fixed M, ExtI(M, N) is a covariant func­
tor of N (and, for a fixed N, a contravariant functor of M), a homomor­
phism c.p : N _ N' (a homomorphism t/J : M' - M) induces a map 
c.pe : Ext~(M,N) - Ext~(M,N') (respectively, a map t/Je : Ext~(M,N) -
Ext~(M',N». From the explicit form of the one-to-one correspondence 
w : Ext~(M,N) _ Ex(M,N) constructed above, we get immediately the 
following corollary. 

Corollary 11.3.4. 1) The extension w(t/Je(u» is equivalent to the lifting of 
w( u) along t/J. 

2) The extension w( c.pe( u» is equivalent to the descent of w( u) along c.p. 

(A lifting of an exact sequence has been already defined above. A descent 

of an extension ° _ N .L Z .!4 M _ ° along c.p : N _ N' is, by definition, 
f' g' 

the exact sequence ° _ N' - Z' - M - 0, where Z' = (N' El1 Z)/Y with 
Y = {( - c.p(n),J(n») I n E N} and f'(n') = [n', 0], g'([n',z]) = g(z). Here 
[n', z] denotes the coset (n', z) + Y.) 

Using the preceding Corollary 11.3.4, we shall write t/Je(o = w(t/Je(u» and 
c.pe«() = w(c.pe(U» for ( = w(u). 

Corollary 11.3.5. The following conditions are equivalent: 

1) The module M is projective (injective). 
2) Ext~(M,N) = ° (respectively, Ext~(N,M) = 0) for every module N. 
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3) Ext~(M,N) = 0 (respectively, Ext~(N,M) = 0) for every simple mod­
ule N. 

4) ExtA(M, N) = 0 (respectively, ExtA(N, M) = 0) for each n > 0 and 
every module N. 

Proof. The implications 1) ~ 4) ~ 2) are trivial and 2) ~ 1) follows in view 
of Theorem 11.3.3 and Theorem 3.3.5 (or Theorem 9.1.4 for injectivity). Also, 
2) ~ 3) is trivial, while 3) ~ 2) can be proved by induction on the length of 
N, using the long exact sequence. 0 

It is remarkable that, for modules over finite dimensional algebras, the 
following statement also holds. 

Proposition 11.3.6. The following conditions are equivalent: 

1) The module M is projective. 
2) Tort(M,N) = 0 for every module N. 
3) Tort(M, N) = 0 for every simple module N. 
4) Tor:(M, N) = 0 for every module N and each n > O. 

Proof. Again, 1) ~ 4) ~ 2) ~ 3) are trivial. We are going to prove 3) ~ 1). 
Consider an exact sequence 0 -+ L -+ P ~ M -+ 0, where 7l" : P -+ M 
is a projective cover of M. Write A = AIR with R = radA and note that 
Tort(M, A) = 0 because A is a direct sum of simple modules. Therefore, 

- - ".(8)1 -
in view of Corollary 11.2.6, 0 -- L ®A A -- P ®A A -- M ®A A -- 0 
is an exact sequence. Now, one can see easily that M ®A A ::::::: MIMR (an 
isomorphism can be defined by x + MR ~ x ® 1). Since 7r : P -+ M is 
a projective cover, 7l"®1 defines an isomorphism PIPR ::::::: MIMR. Thus, 
L/LR = 0 and, by Nakayama's lemma, L = O. Hence, 7l" : P -+ M is an 
isomorphism and M is projective. 0 

11.4 Homological Dimensions 

The functor mod-A -+ Vect assigning to X the space ExtA(M,X) will be 
denoted by hM. Notice that if M is a B-A-bimodule then hM can be considered 
as a functor mod-A -+ mod-B. The projective dimension of an A-module M is 
said to be n: proj.dimA M = n if hM # 0 and hM = 0 for all m > ni if no such 
number exists, define proj.dimA M = 00. Dually, considering the functors 
h'M: X ~ ExtA(X,M), we define the injective dimension inj.dimA M to be 
n, if h'M # 0 but h'Ar = 0 for all m > n, and inj.dimA M = 00 if no such 
number n exists. 

In accordance with Corollary 11.3.5, proj.dim A M = 0 means that M 
is projective and inj.dimA = 0 that M is injective. Furthermore, Corol­
lary 11.2.6 provides an inductive way for computing these dimensions. 
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Proposition 11.4.1. Let 0 ~ L ~ P ~ M ~ 0 and 0 ~ M ~ Q ~ N ~ 0 
be exact sequences with a projective module P and an injective module Q. If 
M is not projective (not injective), then proj.dimA M = proj.dimA L + 1 
(respectively, inj.dimA M = inj.dimA N + 1). 

Proposition 11.4.2. Let 0 ~ L ~ Pk- I ~ ... ~ PI ~ Po ~ M ~ 0 
and 0 ~ M ~ Qo ~ Ql ~ ... ~ Qk-l ~ N ~ 0 be exact sequences with 
projective modules Po, PI, . .. , Pk-l and injective modules Qo, Ql, ... , Qk-l. If 
proj .dim AM;::: k (inj .dim AM;::: k), then proj .dim A M = proj .dim A L + k 
(respectively, inj.dimA M = inj.dimA N + k). 

Proposition 11.4.3. Let (P.,d.) {respectively, (Q.,d·)) be a projective 
(injective) resolution of a module M. If M is not projective (not injec­
tive), then proj.dimA M = min{n I Kerdn _ 1 is projective} (respectively, 
inj.dimA M = min{n I Cokerdn - 1 is injective}). 

Taking into account Proposition 11.3.6, we obtain also a definition of pro­
jective dimension in terms of Tor. 

Corollary 11.4.4. proj.dimA M is equal to n if and only ifTor~+l(M, N) = 
o for all N and Tor~(M,N) =1= 0 for some module N (proj.dimA M = 00 if 
no such n exists). 

Let A = AIR where R = rad A. In view of condition 3) of Corollary 11.3.5 
and Proposition 11.3.6, we get the following result. 

Corollary 11.4.5. 

proj.dimA M = sup{n I ExtA(M, A) =1= O} = 
= sup{n I Tor~(M,A) =1= O} j 

inj.dimA M = sup{n I ExtA(A,M) =1= O}. 

Corollary 11.4.6. The following values coincide for any finite dimensional 
algebra A: 

sup{proj.dimA M I M a right A-module} j 
sup{inj.dimA M I M a right A-module} j 
sup{proj.dim A M I M a left A-module} ; 
sup{inj.dimA M I M a left A-module} j 
proj.dimA A; 
inj.dimA Aj 
sup{n I ExtA(A,A) =1= O} j 
sup{n I TorA(A,A) =1= O}. 

{Here, A can always be considered either as a right or as a left A-module.} 
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This common value is called the global dimension of the algebra A and is 
denoted by gl.dimA. 

Obviously, gl.dim A = 0 if and only if A is semisimple. In view of Propo­
sition 11.4.1, if A is not semisimple, then gl.dimA = proj.dimA R + 1. In 
particular, gl.dim A = 1 if and only if R is projective, i. e. if and only if A is 
hereditary (see Theorem 3.7.1). Later we shall also use the following criterion 
resulting from Proposition 11.4.3. 

Corollary 11.4.7. The following conditions are equivalent: 

1) gl.dim A :::; 2; 
2) the kernel of a homomorphism between projective A-modules is projective; 
3) the cokernel of a homomorphism between injective A-modules is injective. 

11.5 Duality 

Given a complex (V., d.) of right (left) A-modules, one can construct a dual 
complex (V:, d:): 

V * d~l V* d~ V;* d~ TT* d; TT* . .. ---+ - 2 ---+ -1 ---+ 0 ---+ Y 1 ---+ Y 2 ---+ ... 

of left (right) A-modules (in view of indexing, it is natural to consider it as a 
cochain complex). In order to compute its cohomology, we shall recall (without 
proofs) some well-known facts from linear algebra. 

Proposition 11.5.1. L,et U ::::> W be subspaces of a vector space V. Then 
there is a canonical isomorphism (UjW)* ~ Wl.jUl.. 

Proposition 11.5.2. For any linear transformation f : V -+ W, (Imf)l. = 
Ker f* and (Ker f)l. = 1m f*. 

As a result, we get immediately the following statements. 

Corollary 11.5.3. Hn(v:) ~ HneV.)*. 

Corollary 11.5.4. For any right A-module M and any left A-module N, 
ExtA(M,N*) ~ Tor~(M,N)*. 

Proof. Consider a projective resolution P. of the left module N: ... -+ P2 -+ 

PI -+ Po -+ N -+ O. Passing to the dual right modules, we get an injective 
resolution P: of the module N*: 0 -+ N* -+ Po -+ Pt -+ P; -+ .... It follows 
from the adjoint isomorphism formula (Proposition 8.3.4) that 

HomA(M, P:) ~ HomA (M, HomK(P., K)) ~ 

~ HomJ«M0AP.,K) = (M0AP.)*, 
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and thus, by Corollary 11.5.3, the cohomology ExtA(M,N*) of the complex 
HA(M, P:) is dual to the homology Tor~(M, N) of the complex M 0A P.. 0 

In the sequel, we shall find useful another kind of duality defined by 
the functor M ...... MA = HomA(M, A). As the "usual" duality, this is a 
contravariant functor, or more precisely, a pair of contravariant functors 
mod-A --+ A-mod and A-mod --+ mod-A. However, these functors are not 
exact (in fact, they are only left exact) and not reciprocal. Nevertheless, there 
is a canonical map aM: M --+ M", sending m E M into aM (m) : MA --+ A 
such that aM(m)(J) = f(m) for all f : lV! --+ A. 

If M, N are two right modules, then there is a unique map A = A(M, N) : 
N0AMA --+ HomA(M,N) such that A(n0J)(m) = nf(m) for all mE M, 
n E Nand f E MA. 

Proposition 11.5.5. 1) If M is a projective module, then aM zs an zsomor­
phism. 

2) A homomorphism 'P : M --+ N belongs to the image of A(M, N) if and 
only if it can be factored into a product 'P = (300, where 00 : M --+ P and 
(3 : P --+ N with a projective module P. 

Proof. 1) Obviously, aA is an isomorphism and therefore also anA is an iso­
morphism. Thus, in view of Theorem 3.3.5, the statement follows. 

2) Similarly to 1), if P is a projective module, we can immediately see 
that >'(P, N) is an isomorphism. Now, let 00 : M --+ P with a projective P. 
Then the following diagram commutes: 

N0 A r 100' N0AMA ~ 

>.(p,N)l >'(M,N)l (11.5.1) 

HomA(P,N) 
h'N(u) 

HomA(M,N) , ~ 

and we get that ImhN(Oo) = {(3Oo I (3: P --+ N} C Im>.(M,N). 
In order to complete the proof, we shall need the following obvious lemma. 

Lemma 11.5.6. For a right B-module M, a left A-module N and an A-B­
bimodule L, there is an isomorphism 

assigning to a homomorphism f : M --+ HomA(N,L) the homomorphism 
l' : N --+ HomB(M,L) such that 1'(n)(m) = f(m)(n) for all m E M and 
n E N. 

If, in particular, P is a projective module, then 

HomA(r,MA) = HomA(r,HomA(M,A)) ~ HomA(M,HomA(r,A)) = 

= Hom.4(M, P") ~ HomA(M, P). 
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Consider now an epimorphism 1/J : p' ----> MA, where P' is projective. 
According to 1), we may assume that P' = p A and 1/J = a A for a projective 
module P and a : M ----> P. Then the homomorphism 1 (9 a A of (11.5.1) is 
an epimorphism by Proposition 8.3.6. Consequently 1m >.( M, N) = 1m h N( a) 
and the proof of 2) is completed. 0 

In what follows, we shall write PrA(M, N) = 1m >.(M, N) and call the 
homomorphisms from PrA(M, N) the projective homomorphisms. Let us also 
introduce the following notation: HomA(M, N) = HomA(M, N)/PrA(M, N). 

11.6 Almost Split Sequences 

In this section, we are going to prove a theorem which plays a fundamental role 
in the contemporary investigations of representations and structure of finite 
dimensional algebras. It is related to the concept of almost split sequences, 
often called Auslander-Reiten sequences. 

Proposition 11.6.1. Let ( : 0 ----> N L X ~ M ----> 0 be a non-split exact se­
quence with indecomposable modules M and N. Then the following conditions 
are equivalent: 

1) For every <p : M' ----> M, where M' zs indecomposable and <p zs not an 
isomorphism, the lifting <pee () splits. 

I') For every <p : M' ----> M, where M' is indecomposable and <p is not an 
isomorphism, there is a factorization <p = ga for some a : M' ----> X. 

2) For every 1/J : N ----> N', where N' is indecomposable and 1/J zs not an 
isomorphism, the descent 1/Je (0 splits. 

2') For every 1/J : N ----> N', where N' is indecomposable and 1/J is not an 
isomorphism, there is a factorization 1/J = fJ f for some fJ : X ----> N'. 

Proof. 1) :::} I'). Consider the commutative diagram involving the lifting <pe(o: 

<pee () : 0 N f' X' g' 
M' 0 --+ --+ --+ --+ 

IN 1 ~' 1 ~1 
( : 0 N f X 9 M o. --+ --+ --+ --+ 

Since <pee () is split, there is a homomorphism, : M' ----> X' for which g', = l. 
But then <p = <pg', = g<p'" as required. 

I') :::} 1). If <p = ga, then the homomorphism, : M' ----> X' given by 
the formula ,(m') = (a(m'), m') defines a splitting of <pe(o. (Recall that, in 
the construction of lifting, X' = ((x,m') I g(x) = <p(m')} eX ffi M', and 
g'(x, m') = m'.) 
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I') =} 2). Consider the commutative diagram involving the descent 'ljJe( (): 

(: 0 ----+ N ~ X ~ M ----+ 0 

~l 
'ljJe((): 0 ----+ N' !' 

----+ X' ~ M ----+ o. 

Let X' = Xl EB X 2 EB ... EB Xm be a direct decomposition into indecomposable 
summands Xi and gi the restrictions of g' to Xi. If any of gi is invertible, i. e. 
9ih = 1M for some h : M -+ Xi, then the sequence 'ljJe(() splits due to the 
homomorphism "I : M -+ X' defined by 'Y( m) = (0, ... ,0, h( m), 0, ... ,0) with 
hem) at the ith position. Thus, assume that none of gi is invertible. Then in 
view of the condition I'), gi = gO'.i for some O'.i : Xi -+ X and hence g' = g'f/, 
where 'f/(XI,X2, ... ,Xm ) = LO'.i(Xi). , 

Since g'f/f' = g'1' = 0, 1m 'f/1' c Ker 9 = 1m f, and thus 'f/1' = f8 for 
some 8 : N' -+ N. Similarly, since g(1 - 17'IjJ') = 9 - g'1// = 0, we have a 
factorization 1-17'IjJ' = fu for some u : X -+ N. Furthermore, multiplying the 
equality 1 = 'f/'IjJ' + fu by f we get f = 17'IjJ' f + fuf = 'f/1''IjJ + fuf = f8'IjJ + fuf· 
Since f is a monomorphism, this equality yields IN = 8'IjJ + ufo Now, N is 
indecomposable and thus the algebra EA(N) is local. Consequently, 8'IjJ or uf is 
invertible. However, if 8'IjJ is invertible, so is 'IjJ (since N' is also indecomposable) 
and if uf is invertible, then ( is split. This contradiction completes the proof. 

The assertions 2) ¢} 2') and 2') =} 1) can be proved similarly, or follow by 
~al~ 0 

A sequence (possessing the properties listed in Proposition 11.6.1 is called 
an almost split sequence with end M and beginning N. 

It is clear that in order that such an almost split sequence exists, it is nec­
essary that M is not projective and N is not injective. It is rather remarkable 
that this condition is also sufficient. 

Theorem 11.6.2 (Auslander-Reiten). 1) For any indecomposable module 
M which is not projective, there is an almost split sequence with end M. 

2) For any indecomposable module N which is not injective, there is an al­
most split sequence with beginning N. 

Proof. 1) Theorem 3.3.7 implies that there is an epimorphism 7r : Po -+ M such 
that Po is projective and Ker7r C radPo. Repeating the same procedure for 

Ker 7r, we get an exact sequence PI ~ Po ~ 1\11 -+ 0 for which 1m 8 = Ker 7r C 
radPo and Ker8 C radPI . Now, apply the functor A = h'A (see Sect. 11.5) and 
put T = Tr M = Coker (8A

). We obtain the following exact sequence: 

O M A 11"" R A (r P AUT 0 
----+ ----+ 0 --> I ----+ ----+ . (11.6.1) 

We are going to show that T is indecomposable. Indeed, assuming that 
T is decomposable, we get from Corollary 3.3.8 that PI A = YI EB Y2 and 
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POA = ZI $ Z2 such that (r(ZI) C YI and (r(Z2) C Y2. But then, taking into 
account part 1) of Proposition 11.5.5, we see that PI = YI A$Y2A, Po = ZI A$Z2 A 

with B(Yi A) c ZI A and B(Y2 A) C Z2 A. From here, M ~ ZI A / B(YI A) $ Z2 A / B(Y2 A) 
and, in view ofthe fact that 1m B C rad Po, both summands are non-zero. This 
contradiction shows that T is indecomposable. Put N = T*. 

According to Corollary 11.5.4, for any module L, there is an isomor­
phism Ext~(L, N) ~ Tort(L, T)*. To compute Tort(L, T), we will use the 
exact sequence (11.6.1): It turns out that Tort(L, T) is isomorphic to the 
factor space KertL(BA)/ImtL(1TA) (here tL is the functor L®A -). Making 
use of part 2) of Proposition 11.5.5 we obtain L ® A Pt ~ Hom A (Pi, L), 
and hence KertL(BA) ~ KerhL(B) ~ HomA(M,L), since the sequence 0 -t 

HomA(M,L) -t HomA(Po,L) -t HomA(P1 ,L) is exact. Moreover, ImtL(1TA) 
is mapped in this isomorphism into ImA(M,L) = PrA(M,L). Consequently, 
Tort(L,T) ~ HomA(M,L) and Ext~(L,N) ~ HomA(M,L)*. In particular, 
Ext~(M,N) ~ HomA(M,M)*. However, H = HomA(M,M) is a quotient 
algebra of EA(M) and thus it is a local algebra. Denote by R its radical and 
consider a non-zero linear functional ( E H* such that (R) = O. Let M' be an 
indecomposable A-module. For any <p : M' -t M which is not an isomorphism, 
the induced map HomA(M, M') -t HomA(M, M) assigns to a homomorphism 
f : M -t M' the non-invertible endomorphism <pf. Thus, denoting by f the 
coset of fin HomA(M,M'), we get that <pe«()(f) = (<pf) = 0, which means 
that the extension of M by kernel N corresponding to the element ( is an 
almost split sequence. 

The assertion 2) follows from 1) by duality (or can be proved similarly). Let 
us point out that our computations yield also isomorphisms M ~ Tr N* and 

1 --- ---ExtA(M,L) ~ HomA(L,N)* for every module Lj here HomA(L,N) denotes 
the factor space of HomA(L, N) by the subspace InA(L, N) consisting of those 
homomorphisms which factor through an injective module. 0 

11.7 Auslander Algebras 

In conclusion, we will give a homological characterization of an important class 
of algebras. We call an algebra A an Auslander algebra if there is an algebra 
B possessing only a finite number of non-isomorphic indecomposable modules 
MI ,M2 , ••• ,Mn, so that A ~ EB(M), where M = Ml $M2$ ... $Mn (more 
precisely, A is called the Auslander algebra of the algebra B). By definition, 
such an algebra is always basic. Obviously, a basic semisimple algebra is always 
an Auslander algebra. 

Theorem 11.7.1 (Auslander). A basic algebra A is an Auslander algebra 
if and only if gl.dim A :::; 2 and there is an exact sequence 0 -t A -t 10 -t II 
in which the A-modules 10 and II are bijective. 

The necessity of the statement will be based on the following lemma. 
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Lemma 11.7.2. Let A = EB(M) be an Auslander algebra. Then: 

1) M is a projective left A-module. 
2) The functors F : N 1-+ HomB(M, N) and G : P 1-+ P ®A M establish 

an equivalence between the category mod-B and the category pr-A of the 
projective A-modules. 

Proof. 1) Since M is a direct sum of all indecomposable B-modules, mM ~ 
B EB L for some L, and thus mA ~ HomB(mM,M) ~ HomB(B,M) EB 
HomB(L, M). Therefore, M ~ HomB(B, M) is a projective A-module. 

2) The fact that F(N) is always projective can be verified the same way as 
the first statement 1). The natural transformation offunctors (see Sect. 8.4) 
ep : 1pr-A -+ FG and 'IjJ : GF -+ 1mod-B are isomorphisms on AA and MB, 
respectively, and therefore on all their direct summands. Hence ep and 'IjJ are 
isomorphisms, respectively, on all projective A-modules and all B-modules, as 
required. 0 

Proof of necessity in Theorem 11.7.1. Let A = E B( M) be the Auslander 
algebra of an algebra B and 9 : Po -+ PI a homomorphism of projective 
A-modules. In view of Lemma 11.7.2, we may assume that Pi = F(N;) and 
9 = F(f) for some B-module homomorphism f : No -+ N I . Since F is left 
exact, Ker 9 ~ F(Ker f) is a projective A-module and gl.dim A :::; 2 by Corol­
lary 11.4.7. 

Now, construct an exact sequence 0 -+ M -+ Qo -+ QI with injective 
B-modules QO,QI. Applying the functor F, we obtain an exact sequence 
o -+ A -+ F(Qo) -+ F(Qd. It remains to show that F(Qi) are injective 
A-modules. In view of Theorem 11.1.4, it is sufficient to know that F(B*) 
is an injective A-module. However, F(B*) = HomB (M, HomK(B, K)) 
HomK(M ®B B, K) ~ M* is injective by part 1) of Lemma 11.7.2. 

Proof of sufficiency. Assume that gl.dimA :::; 2 and that there is an exact 
sequence 0 -+ A -+ 10 -+ II with bijective A-modules 10 and II. Denote 
by I the direct sum of all indecomposable bijective A-modules, B = EA(I) 
and consider the contravariant functors F' : N 1-+ HomB(N, I) and G' : P 1-+ 

HomA(P, I). For a left B module N, a projective resolution PI -+ Po -+ N -+ 0 
translates to the exact sequence 0 -+ F'(N) -+ F'(Po) -+ F'(Pt}. However 
F'(B) ~ I and therefore F'(Pi) are projective (even bijective) A-modules. By 
Corollary 11.4.7, F'(N) is also projective, and thus F' can be viewed as a 
functor (B-modt -+ pr-A. 

Consider the natural transformations ep' : 1pr-A -+ F'G' and 'IjJ' : 1mod-B -+ 

G' F' (they act the same way: ep'(P) assigns to an element x E P the B­
homomorphism HomA(P, I) -+ I sending f into f(x); 'IjJ'(N) acts similarly). 
Clearly, ep'(I) and 'IjJ'(B) are isomorphisms. Thus, if P is bijective and N is 
projective, also ep'(P) and 'IjJ'(N) are isomorphisms. Besides, the functor F'G' 
is left exact and G' F' is right exact, since I is an injective A-module and thus 
G' is exact. Therefore the exact sequence 0 -+ A -+ 10 -+ II can be extended 
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to the following commutative diagram with exact rows: 

o ----+ A 

<p'(A) 1 
o ----+ F'G'(A) 

----+ fo 

<p' (fo) 1 
----+ F' G' (fo ) 

----+ h 

<p' (f1l1 
----+ F'G'(fd· 

As a consequence, <p'(A) is an isomorphism and thus <p'(P) is an isomorphism 
for every projective P. Similarly, 1jJ' (N) is an isomorphism for every N and we 
conclude that F' and G' establish an equivalence of the categories (B-modt 
and pr-A. In particular, since G'(A) = f, the algebra A is anti-isomorphic to 
EndB(I). Furthermore, A is basic, and thus is a direct sum of non-isomorphic 
principal A-modules; therefore f is a direct sum of all non-isomorphic indecom­
posable left B-modules. It follows that f* is a direct sum of all non-isomorphic 
indecomposable right B-modules and EB(f*) ~ EB(It ~ A, so A is an Aus­
lander algebra. 0 

Exercises to Chapter 11 

1. Verify that for a complex V. which is a short exact sequence 0 -+ M ~ N -+ 

L -+ 0, V. ,..., 0 if and only if the sequence splits. (Clearly, Hn(V.) = 0 for all n.) 

2. Let A = K[aJ, where a2 = 0, M = A/aA and 71" : A -+ M the canonical 
projection. Furthermore, let c : M -+ A be the embedding sending x + aA 
into ax and f. : V. -+ V: the complex homomorphism defined by the following 
diagram: 

0 --> MEJJM (~ g) MEJJM --> 0 --> 

(E 0) 1 
(~) 

1 (g ~) 
0 ---+ A --+ MEJJM ---+ O. 

Show that f. == 0, but f. f O. 

3. Give an example of a complex V. and a functor F such that Hn(V.) = 0 for all 

n, but Hn (F(V.)) ::j:. 0 for some n. 

4. Let V. and V: be complexes of projective modules over a hereditary algebra, 
bounded from the right, and f. and g. two homomorphisms V. -+ V:. Prove 
that f. == g. implies f. ,..., g •. 

5. Prove that for every module M there exists a projective resolution (P., d.) 
satisfying 1m dn C rad Pn - 1 for all n, and that any two such resolutions are 
isomorphic. (Resolutions satisfying this property are called minimal projective 
resolutions of the module M and are denoted by P.(M).) Formulate and prove 
an analogous result for injective resolutions. 

6. Let 0 -+ N ~ Pk-I -+ ... -+ Po -+ M -+ 0 be an exact sequence with 
projective modules Po, PI , ... , Pk-l . Let F be a right exact functor. Prove 
that Ln F(M) ~ Ln - k F(N) for n > k and Lk F(M) ~ Ker F(t.p). Formulate and 
prove similar statements for right derived functors and contravariant functors. 
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7. Let P.(M) = (P.,d.) be a minimal projective resolution of a right A-module M 
(see Exercise 5). Prove that, for any simple right A-module V (simple left A­
module W), Ext~(M, V) ~ HomA(Pn , V) and Tor:(M, W) ~ Pn ¢iSlA W. 

8. Let A be a split algebra, V = V(A) its diagram and Vi the simple A-module 
corresponding to the vertex i E V. Prove that Ext~(Vi, Vj) ~ tijK, where (tij) 
is the incidence matrix of the diagram V. 

9. Construct a one-to-one map 8' : Ex(M, N) -t Ext~(M, N) using the connecting 
homomorphism with respect to the first variable (and projective resolutions). 

10. Prove that proj.dimA(e Mi) = maxi(proj.dimA Mi) and inj.dimA(tB Mi) = 
i i 

maxi(inj.dimA M;). 

11. Prove that gl.dim(ITAi) = maxi (gl.dim A;). 

12. Assume that there are no cycles in the diagram V(A) of an algebra A. 
a) Prove that gl.dim A::; l, where l is the maximal length of paths in V(A). 
b) If (rad A)2 = 0, prove that gl.dimA = l. 

13. Let L be an extension of the field K. Prove that gl.dim AL ~ gl.dim A. Prove 
that the inequality becomes equality if L is a separable extension or if the 
quotient algebra A/rad A is separable over K. 

14. Prove that gl.dim A ::; proj.dim A®AO A and that equality holds if A/rad A is 
separable. 

15. Prove that any two almost split sequences with a common beginning (or end) 
are isomorphic. 

16. Prove that a hereditary Auslander algebra is semisimple. 



References 

1. Cohn, P.M., Free Rings and Their Relations. Academic Press, London, 1971. 
2. Curtis, C.W., Reiner, I., The Representation Theory of Finite Groups and As­

sociative Algebras. Wiley-Interscience, New York-London-Sydney, 1962. 
3. Deuring, M., Algebren. Ergebnisse del' Mathematik, Band 4, Springer-Verlag, 

Berlin, 1935. 
4. Faith, C., Algebra: Rings, Modules and Categories I. Grundlehren del' Math­

ematischen Wissenschaften, Band 190, Springer-Verlag, Berlin-Heidelberg-New 
York,1973. 

5. Herstein, LN., Noncommutative Rings. Carus Mathematical Monographs, No. 15, 
Mathematical Association of America, 1968. 

6. Jacobson, N., The Theory of Rings. American Mathematical Society Surveys, 
Vol. 2, American Mathematical Society, Providence, 1943. 

7. Jacobson, N., Structure of Rings. American Mathematical Society Colloquium 
Publications, Vol. 37, American Mathematical Society, Providence, 1956. 

8. Lambek, J., Lectul'es on Rings and Modules. Blaisdell-Ginn, Waltham-Toronto­
London, 1966. 

9. Van del' Waerden, B.L., Algebra I, II. Springer-Verlag, Berlin-Heidelberg-New 
York, 1971, 1967. 

10. Weil, A., Basic Number Theory. Springer-Verlag, New York-Heidelberg-Berlin, 
1967. 



Quasi-hereditary Algebras 
Appendix by Vlastimil Dlab 

I wish to express my gratitude to Yu.A. Drozd and V.V. Kirichenko for this 
opportunity to append a brief exposition on a recently introduced class of 
algebras. The class of quasi-hereditary algebras has been introduced by Cline, 
Parshall and Scott ([CPS1],[PS]) in connection with their study of highest 
weight categories arising in the representation theory of semi-simple complex 
Lie algebras and algebraic groups. 

This presentation is intended for readers who may be interested in getting 
basic information on some of the developments in this field. It is by no means 
exhaustive, nor is it homogeneous; ring and module theoretical methods mix 
in order to provide as broad an introduction to the existing literature as pos­
sible. Although the concept of a quasi-hereditary algebra relates naturally 
to a partial order (of the set of all simple modules), there is no substantial 
loss of generality to restrict ourselves to a total (refinement) order. This, to­
gether with a restriction to basic algebras, may in our view help to make this 
introductory text more accessible. The text is not entirely self-contained; a 
few fundamental concepts, notably from category theory, are used without a 
formal definition; moreover, due to space limitations, some results are pre­
sented without proofs. I apologize for an unavoidable bias in the selection of 
the material and its presentation; references to the literature are kept to a 
nummum. 

Finally, I wish to thank whole-heartedly my friends and colleagues Istvan 
Agoston and Erzsebet Lukacs for their valuable comments, suggestions and 
corrections in the preliminary manuscript. Of course the responsibility for any 
inaccuracies in the text remains my own. ' 

Ottawa, December 1992 

A.I Preliminaries. Standard and Costandard Modules 

Throughout this appendix, A will always denote a finite dimensional K­
algebra which will be, unless stated otherwise, basic and connected; we 
put A = A/rad A. Furthermore, e = (el' e2,. , . ,en) will always denote 
an (ordered) complete set of primitive orthogonal idempotents; write Ci = 
ei + ei+l + ... + en for 1 $ i $ nand cn+! = O. Considering the sequence e of 
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primitive orthogonal idempotents is equivalent to ordering the set of all non­
isomorphic simple A-modules S( i) ~ ejA, or the set of their projective covers 
P(i) ~ ejA, 1 :::; i :::; n. Of course, we may also consider the ordered set of all 
simple left A-modules S('j) ~ Aej, or their projective covers PO(i) ~ Aej. Note 

n n 
that EB P(j) ~ cjA, EB pO(n ~ ACj and that the endomorphism algebras 

j=j j=j 

EA(ciA) ~ EA(Aci) ~ CjACi for all 1 :::; i :::; n. Finally, the division algebra 
EA(S(i)) ~ eiAei will be denoted by Di and dimKDi = di for 1 :::; i :::; n. 

If X is an A-module, denote by [X : SCi)] the number (multiplicity) of 
the factors isomorphic to SCi) in a composition series of X, and by dimX its 
dimension vector, i. e. the n-tuple whose coordinates are [X : S( i)] , 1 :::; i :::; n. 
Obviously, [X: SCi)] = dimDiHom(P(i),X). 

Given A-modules X and Y, define the trace TY(X) of Y in X as the 
sub module of X generated by all homomorphic images of Y in X: 

TY(X) = (1m ip I ip E HomA(Y, X))A . 

Thus, T~iAX = XCiA; in particular, Tp(i)X = XejA. 
Of course, we can also define the "reject" pz(X) of Z in X by 

pz(X) = n{I{erip I ip E HomA(X, Z)}. 

The following definition, depending on the order e (!), is crucial for the 
subject. 

Definition A.I.I. The sequence 

,1 = ,1A = (,1(i) I 1 :::; i :::; n) 

of the (right) standard modules with respect to a given order e is given by 

Similarly, there is a sequence ,10 = ,1A of the left standard A-modules 
,1O(i) = ,1A(i) ~ Ae;jAcj+1Aei, or the sequence \7 = \7 A of its duals, the 
(right) costandard A-modules 

Observe that ,1( i) is the maximal factor module of P( i) whose composition 
factors are isomorphic to S(n for j :::; i. Dually, \7( i) is the maximal submodule 
of the injective hull Q(i) of SCi) whose composition factors are isomorphic to 
S(j) for j :::; i. 

Let us summarize some of the basic properties of the standard and co­
standard modules. As a rule, formulations of the dual statements as well as 
simple verifications will be left to the reader. 
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Lemma A.1.2. An A-module X satisfies X ~ .1(i) if and only if 

1) X/radX ~ SCi); 
2) [X: S(j)] f= 0 implies j :::; i and 
3) Extl (X, S(j)) f= 0 implies j > i. 

Thus, Hom(.1(i), X) f= 0 implies [X: SCi)] f= 0 and Extl(.1(i),X) f= 0 
implies [X : S(j)] f= 0 for some j > i. Consequently, we obtain the following 
implications. 

Lemma A.1.3. 1) Hom(.1(i), .1(j)) f= 0 implies i :::; j. 
2) Extl(.1(i),.1(j)) f= 0 implies i < j. 

In combination with their dual versions, the previous statements yield also 
the following lemma. 

Lemma A.1.4. 1) If Hom(.1(i), \l(j)) f= 0, then i = j. 
2) Extl(.1(i), \l(j)) = 0 for all i,j. 
2') TorI (.1( i), .1 ° (j)) = 0 for all i, j . 

Writing Bi = A/AC:i+IA (1 :::; i :::; n), notice that, as a module, 

and thus .1(i) is a projective Bi-module. 
Clearly, 

Call the sequence .1 Schurian if every .1(i) is Schurian, i. e. EA (.1(i)) is 
a division algebra for all 1 :::; i :::; n. Let us mention some immediate reformu­
lations. 

Proposition A.1.5. The following properties are equivalent: 

1) .1(i) is Schurian; 
1°) .10(i) (and thus \lei)) is Schurian; 
2) EA(.1(i)) ~ EA(S(i)); 
2°) EA(\l(i)) ~ EA(S(i)); 
3) [.1(i): SCi)] = 1; 
3°) [.10(i): SO(i)] = ([\l(i): SCi)] =)1; 
4) eiAC:i+IAei = ei radA ei. 

In the sequel, we shall, as a rule, refrain from formulating dual statements. 
Let us point out that if .1 is Schurian, always 

.1(1) ~ S(l). 
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In fact, in this case, we obtain a bound on the Loewy length of the regular 
representation of A. 

Proposition A.1.6. If A has a sequence ..1 = {..1( i) I 1 :S i :S n} which is 
Schurian, then 

rad d A = (radA)d = ° for d = 2n -1. 

The exponent 2n - 1 is optimal. 

d' Proof Let us write, as before, B n- 1 = A/A~nA. If rad Bn- 1 = 0, then 
rad d'+l pen) = 0, since ..1(71) = pen) is Schurian. Moreover, 

rad 2d'+1(ffi1 P(i») = 0 . 
• =1 

Thus, if by induction d' = 2n - 1 -1, then 2d' + 1 = 2n - 1, as required. 
In order to show that the exponent is optimal, consider the path I< -algebra 

A of the complete graph with n vertices without loops, modulo the ideal 
generated by all paths 

i. e. the canonical deep algebra over that graph (see Sect. A.4). Clearly, 
(radA)2(2n - 1 -l) i= 0. D 

Let us conclude this introductory section by a remark concerning the cen­
tralizer algebras Gi = £iA£i (1 :S i :S n) of A. We have seen that for the 
algebras Bi = A/A£i+lA, 1 :S i :S n, 

For the algebras Gi, we can verify readily that 

A.2 Trace Filtrations. The Categories .1'(.:::1) and F(V') 

We are dealing again with an algebra A together with a (complete) sequence 
e = (el, e2, ... , en) of primitive orthogonal idempotents. 

Definition A.2.1. Given an A-module X, define its trace filtration (with 
respect to e) by 

X = X(I) ;2 X(2) ;2 ... ;2 XCi) ;2 X(i+l) ;2 ... ;2 x(n) ;2 x(n+l) = 0, 

where XCi) = Te;AX for 1 :S i :S n. 
(A.2.1) 
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Alternatively, (A.2.1) can be rewritten as follows: 

Obviously, trace filtrations are compatible with direct sums. Applied to the 
regular representation of A, we obtain a filtration of the algebra A by the 
idempotent ideals Ii = AeiA: 

Thus, a choice e of order of idempotents amounts to a choice of a (saturated) 
chain in the Boolean lattice of all idempotent ideals of A. 

Observe that the right module 

with the last summand isomorphic to.<1( i). In general, X(i) I X(i+I) is a module 
over Bi = AlIi+I , whose projective Bi-cover is a (finite) direct sum of .<1(i)'s. 

Let us point out that we can also define the "reject" filtration of an A­
module X (with respect to e) by 

X = x[n+I) 2 x[n) 2 ... 2 X[i+I) 2 Xli) 2 ... 2 X[2) 2 X[I) = 0, 

where Xli) = PQ;X with Qi = ED Q(j). 
j=i 

We shall turn our attention to the modules X whose trace filtrations satisfy 
the condition that X(i) I X(i+I) equals its projective Bi-cover (or equivalently, 
is a direct sum of .<1(i)'s) for every 1 :::; i :::; n. In view of Lemma A.1.3.2), these 
are just the modules X possessing a .<1-filtration, i. e. a chain of submodules 
with factors isomorphic to standard modules .<1 ( i) for various i's. Denote the 
full subcategory of all A-modules with .<1-filtration by F(.<1). Similarly, denote 
by F(LlO) the full subcategory of all left A-modules with .<1°-filtration, and by 
F(V) ~ F(.<1°)O the category of all (right) V-filtered A-modules. Clearly, these 
categories are closed under directs summands, and trivially, under extensions. 

Now, if I : X -+ Y is a homomorphism and X = (X(i) I 1 :::; i :::; n), 
Y = (y(i) I 1 :::; i :::; n) the trace filtrations, then I(X(i») ~ y(i) for all 
1 :::; i :::; n. In fact, if I is an epimorphism, then I(X(i») = y(i) for all 
1 :::; i :::; n. This follows from the first part of the following lemma. 

Lemma A.2.2. Let I : X -+ Y be an epimorphism of A-modules. Let P be 
a projective A-module. Then I induces an epimorphism Ip : rp(X) -+ rp(Y) 
and the following short exact sequence of Alrp(A)-modules 

0-- Ker I Irp(Ker f) -- Xlrp(X) -- Ylrp(y) -+ o. (A.2.2) 
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Proof. This follows immediately from the commutative diagram 

0 0 0 

1 1 1 
0 --+ Tp(Ker f) --+ Tp(X) --+ Tp(Y) --+ 0 

1 1 1 
0 --+ Kerf --+ X --+ Y --+ o· , 

indeed, the homomorphism fp : Tp(X) --> Tp(Y) induced by f is surjective 
due to the fact that every map from P to Y lifts to X, and Tp(Ker f) = 
Ker f n Tp(X) = Ker fp. Moreover, all modules in (A.2.2) are annihilated by 
the (two-sided) ideal Tp(A). 0 

As a consequence, we can formulate the following statement. 

Proposition A.2.3. The category F(Ll) is closed under kernels of epimor­
phisms. Hence, if AA E F(Ll), then 

Ext\Ll, \7) = Tort(Ll, LlO) = 0 for all t? 1. 

Here, and in what follows, Extt(Ll, \7) = 0 means Extt(Ll(i), \7(j)) = 0 
for all i,j, or equivalently, Extt(X, Y) = 0 for all X E F(Ll) and Y E F(\7). 

Proof. For each 1 :::; i :::; n, Lemma A.2.2 gives the (split) exact sequence 

0--+ (Ker f)(i) j(Ker f)(i+l) --+ Xli) j X(i+I) --+ y(i) jy(i+l) --+ 0 

of projective B;-modules. Hence, (Ker f)(i) j(Ker f)(i+l) ~ EB Ll(i) and Ker f E 

F(Ll). 
Now, Ext1(Ll, \7) = 0 by Lemma A.1.4. Given X E F(Ll) and an exact 

sequence 0 --> X' --> P --> X --> 0 with a free module P, we have X' E F(Ll). 
Since Extt+l(X, \7(j)) ~ Extt(X', \7(j)) for all t? 1, we complete the proof 
by induction. 0 

There is a converse to the last statement of Proposition A.2.3. 

Proposition A.2.4. Let Ext 2 (Ll, \7) = 0 and Ll be Schurian. Then 

F(Ll) = {X I Extl(X, \7) = O}. 

In particular, AA E F(Ll). 

Proof. By Lemma A.1.4, F(Ll) ~ {X I Extl(X, \7) = O}. We are going to 
show the opposite inclusion by induction on the "trace length" of X. Assume 
that 

{Y I Extl(y, \7) = 0 and y(i) ( = ToiAY) = O} ~ F(Ll) 

and consider X with X(i+l) = O. 
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We have two exact sequences: 

0---+ XCi) ---+ X ---+ Y ---+ 0 with y(i) = 0 (A.2.3) 

and, since Ll(i) is Schurian, 

0---+ Z ---+ EB Llei) ---+ XCi) ---+ 0 with Z(i) = 0 (A.2.4) 

Now, [y : S(j)] = 0 for j 2: i and thus (in view of the statement dual to 
Lemma A.1.2) Extl (Y, V(j)) = 0 for all j 2: i. Moreover, for j < i we have 
Hom(X(i), V(j)) = 0 and thus the exact sequence 

Hom(X(i) , V(j)) ---+ Extl (Y, V(j)) ---+ Extl (X, V(j)) = 0, 

derived from (A.2.3), yields Extl (Y, V(j)) = O. By induction, we get Y E 
F(Ll). 

In view of our assumption, the last term of the exact sequence 

Extl (X, V(j)) ---+ Extl (X(i), V(j)) ---+ Ext 2 (Y, V(j)) = 0 , 

derived again from (A.2.3), is zero and therefore Ext\X(i) , V) = O. 
Now, since Z(i) = 0, Hom(Z, V(j)) = 0 for j 2: i; for j < i, the first term 

of the exact sequence 

Hom( EB Ll(i), V(j)) ---+ Hom(Z, V(j)) ---+ Extl (X(i), V(j)) = 0, 

derived from (A.2.4), is zero. Hence Hom(Z, V) = O. However, this means that 
Z = 0 and so X(i) ~ EB Ll(i) and X E F(Ll), as required. 0 

Here is the central definition. 

Definition A.2.5. A K-algebra A is said to be quasi-hereditary (with respect 
to e, or equivalently, with respect to Ll) if Ll is Schurian and AA E F(Ll). 

Let us point out that this is a version of the original definition of Cline, 
Parshall and Scott, rephrasing properties of the so-called heredity chain in 
terms of the heredity ideals by conditions for the trace filtration of AA. Let 
us call in this case e a heredity sequence. Observe that if e is a heredity 
sequence of A, then (el' e2,"" ei) is a heredity sequence of Bi = A/Aci+lA 
and (ei' ei+l,.'" en) is a heredity sequence of Ci = ciAci. Also, AA E F(Ll) is 
clearly equivalent to saying that all projective A-modules possess Ll-filtrations. 

Propositions A.2.3 and A.2.4 yield immediately the following theorem. 

Theorem A.2.6. Let A be a K -algebra with a Schurian sequence Ll. Then 
the following conditions are equivalent: 

1) A is quasi-hereditary (with respect to Ll). 
2) Extt(Ll, V) = 0 for all t 2: 1. 
3) Ext 2 (Ll, V) = O. 
4) F(Ll) = {X I Extl(X, V) = O}. 
5) F(Ll) = {X I Extt(X, V) = O} for all t 2: 1. 
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Clearly, each of the above conditions 2)-5) can also be formulated in 
terms of (right and left) standard modules only, using the functors Tort (as 
in Lemma A.1.4). Moreover, since, in view of 2) or 3), the quasi-hereditary 
algebra is a two-sided concept, we can formulate also dual equivalences (such 
as F(V") = {Y I Ext1 (L1, Y) = O}) in terms of costandard modules. 

Let us mention that C. M. Ringel has shown in [R] that both F(L1) and 
F(V") are functorially finite subcategories of mod-A and thus both have (rel­
ative) almost split sequences. 

Observe that the Ext-projective objects in F(L1) are just the projective 
A-moaules and that the Ext-injective objects in F(V") are the injective mod­
ules. The category F = F(L1) n F(V") consists of the Ext-injective objects in 
F(L1) (which coincide with the Ext-projective objects in F(V"». In [R], Ringel 
identified the indecomposable objects {T(i) I 1 ~ i ~ n} of Fj furthermore, 

n 
he showed that the characteristic module T(A) = EB T(i) is both tilting and 

;=1 
cotilting and that the endomorphism algebra B = EA(T(A)) is again quasi­
hereditary (with respect to the opposite order of the idempotents). In fact. 
F(V" A) ~ F(L1B)' Moreover, this procedure is involutory: EA(T(B)) ~ A (if 
A is basic), and thus F( L1A) ~ F( V" B). Let us formulate, without proofs some 
of the results of [R] to which we shall refer later. 

Theorem A.2.7. Let A be a quasi-hereditary algebra with respect to a se­
quence L1. Then T(i), 1 ~ i ~ n, are the indecomposable modules defined by 
the exact sequences 

0----. L1( i) ----. T( i) ----. X( i) ----.0 

and 
o ----. Y (i) ----. T ( i) ----. V" ( i) ----. 0 , 

where Xci) E F(L1) with (X(i»)(i) = 0 and Y(i) E F(V") with (Y(i))[iJ = Y(i). 
The category F = F(L1) n F(V") consists of all direct sums of modules T(i), 

n 
i. e. F = add T, where T = EB T( i) is the characteristic module. 

i=1 

Theorem A.2.B. Let T be the characteristic module of a quasi-hereditary 
algebra A. Then 

F(L1) = {X E mod-A I Ext~(X, T) = 0 for all t ~ I} 

and 
F(V") = {Y E mod-A I Ext~(T, Y) = 0 for all t ~ I}. 

Thus T determines both L1 and V". 

Let us conclude this section with a result providing some justification for 
the choice of terminology. It is clear that every hereditary algebra is quasi­
hereditary with respect to an arbitrary order e of primitive orthogonal idem­
potents. Here, we have a converse of that statement. 
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Theorem A.2.9. Let A be an algebra which is quasi-hereditary with respect 
to any order e of its complete set of primitive orthogonal idempotents. Then 
A is a hereditary algebra. 

Proof. Let A be a basic algebra and e = (e1' ez, ... ,en) a complete sequence 
of primitive orthogonal idempotents such that C(e;A) :::; C(e;+1A) for alII:::; 
i :::; n - 1. Thus, e; Ae j = 0 for all i < j. 

We shall proceed by induction on n, noting that the case n = 1 is trivial. 
n 

Now, since (AenA)A = EfJ e;AenA is projective, evidently AenA = enA. 
;=1 

By induction, AI AenA is hereditary. Hence, to establish our claim that A is 
hereditary, it is sufficient to verify that en radA is a projective A-module. 

The quotient algebra A = AIAen-1A is hereditary and thus 

is a projective A-module. In fact, in view of our choice of e, it is a projective 
A-module. It turns our that the canonical homomorphism en radA -t P splits 
and we obtain 

en radA ~ P EfJ en Aen -1A 

with both direct summands projective. The proof of the theorem is completed. 
o 

Let us point out that the assumption of Theorem A.2.9 is equivalent to 
the fact that every (saturated) chain of the Boolean lattice of all idempotent 
ideals of A is a heredity chain. 

A.3 Basic Properties 

We have already seen a close relationship between a quasi-hereditary algebra 
A with respect to e = (e1' ez, ... , en) and the individual centralizer algebras 
C; = c;Ac;. Indeed, there is a pair of functors 

p(i) : mod-A --> mod-C; 

and 
!Jt(;) : mod-C; --> mod-.4 

defined by P(;)X = Xc; and !Jt(i)y = Y ® ciA. Denote by mod-Ali) the full 
c, 

subcategory of all X E F(LlA) for which X = X(;)(= Te;AX), 

Proposition A.3.1. Let A be a quasi-hereditary algebra with respect to e. 
Then the restrictions of the functors p(i) and !Jt(i) define an equivalence of 
mod-A(i) and F(LlcJ ~ mod-C;. 

The statement follows immediately from the following proposition. 
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Proposition A.3.2. Let A be a quasi-hereditary algebra with respect to e. Let 
X E F(Ll). Then the multiplication map f-tX,i : XCi ~ ciA _ XCi) is bijective 

for all 1 ::; i ::; n. In particular, all multiplication maps ACi ® ciA - Ii 
C. 

ACiA are bijective. 

Proof. For i = n, f-tX,i is trivially bijective for X = enA. For X E F(.1), since 
x(n) = X enA is projective, x(n) ~ EB enA and everything follows. 

Proceed by induction and write 

A = AjAcH1A, X = XjXcHI A = XjX(i+1). 

Consider the short exact sequences of right and left Ci-modules 

O_X(i+l)ci -Xci -Xci-O 

and 
0- ciAcH1A - ciA - ciA - O. 

Tensoring the first one by ciA and the second one by XCi and by X(i+1)ci, 

we get 

0-X(Hl)ci ® ciA - XCi ® ciA - XCi ® ciA - 0 
C. C. C; 

(A.3.1) 

and 

(A.3.2) 

and 

O_X(Hl)ci ®ciAci+lA~X(Hl)ci ®ciA_X(Hl)ci ®ciA = o. 
~ ~ ~ 

(A.3.3) 
Hence, from (A.3.2), 

XCi ® ciA ~ XCi ® ciA, 
C; c. 

which may be identified with X £i ® £iA, where Ci = £iA£i . There is a canon­
c; 

ical surjective map 

The last isomorphism comes from (A.3.3), since XCi+1A = X(Hl) . Thus, we 
get from (A.3.1) the first row of the following commutative diagram with exact 
rows connected by the multiplication maps: 

o - XCHI ® Ci+lA -
C;+l 

PX,;+ll 

o _ XCi+lA = X(i+l) _ 

XCi ® ciA -
c. 

X£i ®£iA 
c. 

ilx,;l PX,; 1 
x(i) _ (xt) ~ X(i) / X(i+l) 

By induction, f-tX,i is bijective, as required. 

-0 

- O. 

o 
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Let us remark that the condition for i = n, namely that the multiplication 
map Aen ® enA -+ In is bijective, together with the assumption that enA is 

en 
Schurian (i. e. C n is a division algebra) implies that In is projective (and thus 
a heredity ideal). This simple fact allows to formulate some characterizations 
of quasi-hereditary algebras in terms of bijectivity of multiplication maps (d. 
[DR1]). 

It is very important to realize that although the centralizer algebras Ci = 
ciAci of a quasi-hereditary algebra A with respect to e have such a close 
connection to A (and are, in particular, quasi-hereditary with respect to the 
induced order), there may be idempotents e E A such that eAe is arbitrary. 
This is the essence of the following theorem. 

Theorem A.3.3. Given an arbitrary J( -algebra R, there is a quasi-hereditary 
J( -algebra A. and an idempotent e E A s·uch that R ~ eAe. 

Proof. We shall provide here only a sketch of the proof, referring the reader 
to [DR2]. 

m 
Without loss of generality, assume that R is basic: RR = ffi fJR. Consider 

j=1 

all non-zero non-isomorphic (local) factor modules lvlj,s = fjR/ fj(rad R)S 
(1 ::; j ::; Tn, s 2 1). Denote their number by n and order them as follows: 
(j, s) :5 (j', s') if and only if s > s' or if s = s' and j 2 p. Then, indexing them 

n 
in that order, consider their direct sum M = ffi Mi. Thus, Ml is the principal 

i=1 

module fJR of maximal Loewy length (with the largest j) and Mn is the 
simple R-module M 1 ,1 = fIR/ fIradR. Put A = ER(M) and denote by ei the 
canonical projections of M onto Mi. It is a routine (and tedious) calculation 
to show that e = (el, e2, ... , en) is a heredity sequence: A is a basic quasi­
hereditary algebra with respect to e. Using the notation E = ei, +ei 2 + .. . +eim , 

where eij is the idempotent corresponding to the summand Jllli ; ~ fJ R, 1 ::; 
j ::; Tn, we have obviously cAc ~ R. 0 

Let us present an illustration of the previous theorem. Let RR = ~ ffi ~ ; 
2 

1 ? 3 
2 2 1 2 1-4 4 4 5 

then M A = 2 ffi 2 ffi 2 ffi 2 ffi 1 and AA = 1 4 ffi 2 ffi 2 ffi 2 ffi 3 ' 
2 2 1 1 1 

1 

R ~ (el + e3)A(el + e3). Observe that the quasi-hereditary algebra A is in 
no way minimal. 

The endomorphism algebras constructed above were first considered by 
M. Auslander in his Queen Mary College Mathematics Notes (1971). There 
he shows that the global dimension of A is bounded by the Loewy length of 
RR. In fact, every quasi-hereditary algebra is of finite global dimension. 

Theorem A.3.4. Let A be a quasi-hereditary algebra with respect to e 
(el,e2, ... ,en ). Then 
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proj.dim L1(i) S n - i, 

proj.dim S(i) S n + i - 2, 

and thus gl.dimA S 2(n -1). This bound is optimal. 

Proof. There is a short exact sequence 

o ---t V(i) ---t P(i) ---t L1(i) ---t 0, 

where V(i) = (V(i))(i+l) = V(i)ci+lA; hence 

proj.dim L1(i) S 1 + m~{proj.dim L1(j)}. 
». 

Since pmj .dim L1( n) = 0, the first inequality follows by induction. 
Again, there is a short exact sequence 

o ---t U(i) ---t L1(i) ---t SCi) ---t 0, 

where (U(i))(i) = U(i)ciA = O. Thus, 

proj.dim SCi) S 1 + ma~{proj.dim S(j),proj.dim L1(i)}. 
)<. 

For i = 1, SCi) ~ L1(i) and thus proj.dim S(I) S n + 1 - 2. By induction, for 
i > 1, 

proj.dim SCi) S n + (i -1) - 2 + 1 = n + i - 2. 

In order to show that the bound on the global dimension is the best 
possible, consider the path algebra of the graph 

1 2 3 n ."' " ..... .... ~ ... ~. 
modulo (<Xi(i-l)<X(i-l)i for 2 SiS n, <Xi(i+l)<X(i+l)(i+2) for 1 SiS n - 2, 
<X(i+2)(i+l)<X(i+l)i for 1 SiS n - 2), where <Xij denotes the arrow from ito j. 
Then 

1 2 n-l 
AA = 2 EEl 1 3 EEl ••• EEl n-2 n EEl n~l 

1 2 n-l 

and gl.dim A = 2( n - 1). The algebra A is the canonic shallow algebra of the 
next section. 

The bound for the global dimension of a quasi-hereditary algebra stated in 
Theorem A.3.4 can also be easily obtained by applying the following lemma. 

Lemma A.3.5. Let e be a primitive idempotent of an algebra A such that 
AeA is a heredity ideal, i. e. that eA is Schurian and AeA is a projective A­
module. Write B = AI AeA. Let X be a B -module, also considered canonically 
as an A-module. Then 

proj.dimXB S proj.dimXA S proj.dimXB + 1, 
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and hence 
gl.dim B :::; gl.dim A :::; gl.dim B + 2. 

Proof. Let {eI' e2, ... ,en = e} be a complete set of primitive orthogonal idem­
potents of A. For every 1 :::; i :::; n - 1 we have the following exact sequence: 

0-> eiAeA -> eiA ~ P(i) -> eiAjeiAeA -> 0, 

and e;Aje;AeA ~ P(i), the ith principal module of B; moreover, eiAeA = 
P( i) n AeA = EB P( n) is projective. Thus we can see easily by induction that, 
for a B-module X, B-projective resolutions 

0= Pd+I --+ I'd --+ ... --+ Pt --+ ... --+ PI --+ Po --+ XB --+ 0 

correspond to A-projective resolutions 

_ n-1 _ n-1 
in the following manner. If Pt = EB StiPe i), then Pt = EB StiPe i) EB StnP(n) 

i=I i=l 
for 0 :::; t :::; d + 1 (clearly, SOn = 0 and S(d+1)n may be positive while all 
S(d+I)i = 0 for 1 :::; i :::; n - 1). The first inequalities follow. 

Now, in the exact sequence of A-modules 0 -> U(n) -> pen) -> Sen) -> 0, 
the module U(n) is annihilated by AeA and thus is a B-module. Therefore 

proj.dim Sen) :::; proj.dim U(n)A + 1 :::; 

:::; proj.dimU(n)B + 1 + 1 :::; 

:::; gl.dim B + 2 . 

Since, for 1 :::; i :::; n - 1, proj.dim SCi) :::; gl.dimB + 1, the last inequality 
holds as well. 0 

There is an important consequence of Lemma A.3.5. We are going to 
formulate it now. 

Lemma A.3.6. Let e be a primitive idempotent of an algebra A such that 
AeA is a heredity ideal. Write B = AeA. Then for any two B-modules X, Y, 

Ext~(X, Y) ~ Extk(X, Y) for all t 2:: o. 

In particular, Ext~(B,B) = 0 for all t 2:: 1. 

Theorem A.3. 7. Let A be a quasi-hereditary algebra with respect to e = 
(eI,e2, ... ,en ) and let Bi = AjAci+1A for all 1 :::; i :::; n. For any two Bi­
modules X, Y, 

Ext~(X, Y) ~ Extki(X, Y) for all t 2:: o. 

In particular, Ext~(B;, B i) = 0 for all t 2:: 1. 
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Proof of Lemma A.J.B. Trivially, HomA(X, Y) ~ HomB(X, Y). Moreover, 
every extension ZA of X A by 11"A (as A-modules) is annihilated by .'leA 
(AeA)2: Z(AeA)2 ~ Y AeA = O. Thus, it turns out that Ext 14 (X, Y) ~ 
Extk(X, Y). 

Now, applying successively the functors HomB( -, YB) and HomA( -, YA) 
to the exact sequence of B-modules 

o ------> u ------> P ------> X ------> 0 

with PB projective, we get, for all t 2 0: 

Exth(p, Y) ------> ExthCU, Y) ------> Ext t1 (X, Y) ------> Exth+ 1 (P, Y) (A.3.4) 

and 

Ext~(P, Y) ------> Ext~(U, Y) ------> Ext~+l(X, Y) ------> Ext~+l(p, Y). (A.3.5) 

Since PB is projective, we obtain from (A.3.4) 

Exth(U, Y) ~ Extt1(X, Y). 

Furthennore, proj.dimPA :::: 1 yields Ext~+l(p,y) = 0 for t:::: 1. Since also 
Ext~(P, Y) = Extk(p, Y) = 0, (A.3.5) implies 

Ext~(U, Y) ~ Ext~+l(X, Y). 

The statement of the theorem follows by induction. o 

Of course, not all algebras of finite global dimension are quasi-hereditary. 

Example. Consider the path algebra of the graph with two vertices, 1 and 2, 
with k arrows, aI, a2, ... ak from 1 to 2 and e arrows, /31, /32"", /3£, C = k-1 
or C = k, from 2 to 1. Let d = k + C and Fd the path algebra modulo the ideal 

Id = (ai/3j for i > j and /3iaj for i :::: j). 

Denoting by 1m, m :::: 1, the mth Fibonacci number (i. e. 11 = h = 1, 1m = 
Im-2 + Im-1 for 111 :::: 3), one can caleulate easily that dim],-Fd = 1d+3 and 
gl.dim Fd = d. For d :::: 3, Fd is not a quasi-hereditary algebra. 

Theorem A.3.8. Let A be a J( -algebra of global dimension:::: 2. Then A is 
q-uasi-hereditary with respect to a suitable order of the complete set of primitive 
orthognal idempotenis. 

n 
Proof. Assume that A is basic and write AA = EEl eiA, where 

i=l 

Loewy length eiA :::: Loewy length ei+1 A for all 1 :::: i :::: n 1. 

Now, since the kernels of homomorphisms between projective modules are 
projective, there are no non-zero homomorphisms from enA to en radA, and 
thus enA is Schurian. 
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We want to show that,.for each 1 ~ i ~ n - 1, eiAenA is projective. 
Consider the exact sequence 

O~X ~P~eiAenA~O 

with the projective cover P ~ ED enA. Note that X is the kernel of a homo­
morphism between projective modules P and ejA and that X ~ rad P. But 
then X is a projective module whose indecomposable direct summands are of 
Loewy length smaller than the Loewy length of enA. Therefore X = 0 and 
AenA is projective. 

Since, in view of Lemma A.3.5, gl.dimAjAenA ~ gl.dimA = 2, we con­
clude by induction that AjAenA is quasi-hereditary and the theorem follows. 

o 
We have already seen that, for an A-module X E F(Ll), the multiplicities 

[X: Ll(i)] , being the numbers of the indecomposable direct summands (iso­
morphic to Ll( i)) in a decomposition of X(i) j X(Hl), are well defined. We have 
also defined the dimension dimX of X as the integral vector (Xl, X2, ..• , x n ), 

where Xi is the number [X: SCi)] of factors isomorphic to S(i) in a composi­
tion series of X. 

Clearly, {dim Ll( i) I 1 ~ i ~ n} forms an integral basis of 7L. n and thus 

n 

dim X = L Pidim Ll( i) 
i=1 

with integers Pi . In particular, if X E F(Ll) then Pi are non-negative integers 
equal to [X: Ll(i)]: 

n 

dimX = L [X: Ll(i)] dim Ll(i) . 
i=l 

As before, write Di = EA(Ll(i») = EA(S(i» and d i = dimKDi for 1 ~ 
i ~ n. The following lemma is an immediate consequence of Lemma A.1.4. 

Proposition A.3.9. The functors Hom( -, V'(j») are exact on F(Ll) and 
Hom(X, V'(j» ~ Hom (X (i) j X(i+1), V'(j». Hence 

dimKHom(X, V'(j» = dj [X: Ll(j)] . 

Taking X = P(i) we get the Bernstein-Gelfand-Gelfand reciprocity law. 

Corollary A.3.10 For every 1 ~ i,j ~ n, 

dj[P(i): Ll(j)] = di[V'(j): S(i)]. 

The reciprocity law can be reformulated for split algebras (in particular, 
for algebras over an algebraically closed field) in terms of factorization of the 
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Cartan-matrix C(A) into unipotent triangular matrices. Recall that C(A) is, 
by definition, the n x n integral matrix whose ith row equals dim P( i), 1 ~ i ~ 

n 

n. Indeed, since all d i = 1 and (dimP(i»)k = L: [P(i) : .,1(j)] [.,1(j): S(k)J, 
j=l 

we have 
C(A) = V(A)tr . .,1(A) , 

where V(A) and .,1(A) are the n x n matrices whose rows equal dim V( i) and 
dim .,1( i), respectively. 

Let us point out that Corollary A.3.10 can be rewritten as 

AA Canonical Constructions 

There are two recursive constructions of quasi-hereditary algebras described 
in the literature: 
(i) the construction via "not so trivial extensions" of [PS] and 
(ii) the construction based on extensions of centralizers [DRl]. 

Here we just briefly describe the inductive steps and illustrate both (in 
some sense opposite) procedures on an example. 

(i) Given a quasi-hereditary K-algebra B, a division K-algebra D, bimod­
ules DMB, BND and an extension iJ of B by N 0D M, the K-algebra ("not 
so trivial extension") 

B' = (! ~) 
with trivial multiplication M 0 N -+ D can easily seen to be again quasi­
hereditary (with respect to an extended order of idempotents): For e = 
(g ~), eB' ~ (M D) is Schurian, B'eB' ~ (N"tt~) is projective and 
B ~ B' / B' eB'. Clearly, having a quasi-hereditary K -algebra A with re­
spect to e = (el,e2, ... ,en ), then denoting Bi = A/AC:i+lA, 0 ~ i ~ n, 
each Bi can be obtained by the above construction from B = Bi-l, D = 
C:i-lAC:i-I/C:i-lAC:iAC:i-l and the respective bimodules. We have Bo = 0, Bl = 
A/AC:2A, ... , B n - 1 = A/Ac:nA, Bn = A; each consecutive step simply extends 
the principal modules in accordance with the .,1-filtration of the regular mod­
ule AA. 

(ii) Given a quasi-hereditary K-algebra C, a division K-algebra D, bi­
modules DEc, CFD such that Ec E F(.,1c) and cF E F(.,1(;), and a mul­
tiplication map f1: F0DE -+ radC, denote by jj = DIX(E0cF) the split 
extension of E 0c F by D and consider 
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Here the multiplication in jj is given by (d, e ® f)( d' , e' ® f') = (dd', de' ® f' + 
e ® fd' + e ® p,(f ® e')f'). The I<-algebra C' is again quasi-hereditary (with 
respect to an extended order of idempotents): Llc,(1) ~ D and Llc,(i) = 
Llc( i) ®c( F C)c' for Llc( i) E Llc. 

Now, having a quasi-hereditary I<-algebra A with respect to e = (el' e2, 
... ,en) such that A/radA is separable (e.g. over a perfect field I<), then 
denoting Ci = ciAci, 1 :::; i :::; n + 1, each C; can be obtained by the above 
construction from C = C;+l, D = c;Ac;jc;Aci+IAc; ~ e;Ae;je;Aci+IAei, 
E = eiAci+l , F = ci+IAei and the respective multiplication map p, = P,i. We 
have Cn+l = 0, Cn = cnAcn, ... , C2 = c2Ac2, C1 = A. 

Let us illustrate the described procedures on the following simple example: 
A is the path I< -algebra of 

modulo ((ry, (3c, (30. -,D, ,V', D" 'l/JV', 'l/JD(3). Thus the composition series of the 
regular representation can be described by 

1 2 3 
A - 24 ffi13ffi 24 
A-I 31J721J71 3 

2 1 2 

4 
EB 3 . 

2 

The algebras Bl , B2 , B3 and B4 are successively described by the filtration 
A/Ac2A, AC2A/Ac3A, AC3A/Ac4A and AC4A: 

( el ) , (0.(3: a.) ( i) ( c'l/JD c'l/J i c 1 
.. ~ ... : e2 ' .7.~~ ... ~~ .. i, , i 

D (3 D e3 ............ 'f:.~.~ ... 'f:.~ .. : V' . 
'l/JD 'l/J e4 

The algebras C1 = A, C2 , C3 and C4 are marked as the right lower blocks: 

Now, the I<-species of the algebras in the first construction simply extend 
gradually to the I< -species ofthe quasi-hereditary algebra A: 

If S(B) = (A = DI x D2 X ••• x Dr j A WA) is the I<-species of B, then 
S(B') = (A' = Dl x D2 X ••. X Dr X Dj A,(WEBM/radMEBN/radN)A') 
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is the K -species of B'. Thus, the K -species of the algebras Bi are simply the 
restrictions of the K -species of A. 

The situation in the case of the second construction is, in general, more 
complex. Already in the very simple situation of the (hereditary) path K-
algebra A of the graph; .! .!, the graph of the corresponding (hered­

itary) algebra C2 is ~, and thus not just a restriction of the original 
graph. It is therefore natural to consider quasi-hereditary algebras A with re­
spect to e = (eI' e2, . .. ,en) such that this does not happen. Clearly, this will 
not happen if the images of the multiplication maps Iti will be in rad 2Ci . Let 
us formalize the condition in the following concept of being lean. 

Definition A.4.1. A basic K-algebra A is called lean with respect to e = 
(eI' e2, . .. ,en) if, for every 1 :::; i ::; n, the K -species 8( CHI) is a restriction 
of the K-species 8(Ci), i.e. if 

8(Ci) = (Di,Di+l, ... ,Dn; rWs, i::; r,s ::; n) 

then 

Here, as before, Ci/rad Ci = Di X DHI X .•. Dn and rad Ci/rad 2Ci = 
ED r Ws ; thus Di = eiAei/ ei radA ei and r Ws = er radA esj er rad2 A es· 

i:5r,s:5n 
We get immediately the following characterization of being lean. 

Lemma A.4.2. Let A be a K -algebra and e = (eI' e2, ... ,en). Then A is lean 
with respect to e if and only if 

ei rad2 A ej = ei radAC:m radAej for all 1::; i,j ::; nand m = min{i,j}. 

Lean quasi-hereditary algebras can be characterized in terms of top filtra­
tions (see Theorem A.4.10 below); here is a definition. 

Definition A.4.3. A monomorphism a : X - Y is said to be a top embedding 
of X into Y if the induced homomorphism a: topX = XjradX - top Y = 
YjradY is monic; or equivalently, if a(radX) = a(X) nradY. 

There is, of course, also a dual notion of a sode epimorphism. We shall 

write simply X ~ Y if the embedding is a top embedding. 

Definition A.4.4. A filtration 

0= Xs+I ~ Xs ~ ... ~ Xj ~ ... ~ X 2 ~ Xl = X 

is said to be a top filtration of X if Xj ~ X for all 2 ::; j ::; s. 

(A.4.1) 



A.4 Canonical Constructions 231 

We have the following obvious lemma. 

Lemma A.4.5. Let X ~ Y ~ Z. Then: 

1) X ~ Z implies X ~ Y and 

2) X ~ Y and Y ~ Z implies X ~ Z. 

Thus, (AA.l) is a top filtration of X if and only if Xj ~Xj-l for all 2 ~ 
t 

j ~ s. In fact, (AA.l) is atop filtration of X if and only if Xj/Xj+1 r;X/Xj+I 
for all 2 ~ j ~ s. This is an immediate consequence of the following lemma. 

Lemma A.4.6. Let X ~ Y ~ Z. Let X ~ Z. Then Y / X ~ Z / X if and only if 
t 

Y r;Z. 

Proof. First, X ~ Z implies that 

rad (Z/X) ~ (X + radZ)/X ~ radZ/(X n radZ) ~ radZ/radX 

and 

top (Z/X) ~ (Z/X)/(X +radZ)/X) ~ (Z/radZ)/(X +radZ)/radZ) 

~ top Z/topX . 

Similarly for X ~ Y. Hence, denoting the given embeddings X ~ Y and Y ~ Z 
by a and {3, respectively, we get a commutative diagram of exact sequences 
with induced embeddings a and {3a. 

0 0 0 

! ! ! 
0 top X Or topY top (Y/X) 0 --+ --+ --+ --+ 

II pI ~I 
0 top X 

(JOt 
topZ top (Z/X) 0 --+ --+ --+ --+ 

I I I 
0 --+ top (Z/Y) top(Z/Y) --+ o. 

! ! 
0 0 

Clearly, 13 is a monomorphism if and only if 13 is. 0 

The following two lemmas form an essential part of the proof of Theo-
rem AA.I0 which will establish the relationship between lean algebras and 
algebras with top standard filtrations. 
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Lemma A.4.7. Let A be a K-algebra and e = (el,e2, ... ,en ). Then. for all 
1 ~ i ~ n 

ej rad2 A ej = ej radA ei+I radA ej for every j > i 

if and only if 

V(i) = (radP(i»)(Hl) ~radP(i). 

Proof. The proof follows from the following string of equivalent statements 

expressing the fact that V(i) ~ radP(i): 

t 
ei radAei+lA ~ ei radA 

ei radAei+I A n ei rad2 A = ej radAei+l radA 

ei radA eH1Aej n ei rad2 A ej = ei radA eHl radA ej for all 1 ~ j ~ n. 

However, the last equality is trivial for j ~ i, since eH1Aej = eHl radA ej and 
radAeHl radA ~ rad2 A; moreover, for j > i, the left-hand side collapses to 
eirad2Aej since radAei+lAej ;2radAej;2 rad2 Aej. 0 

Lemma A.4.B. Let A be a K -algebra and e = (el, e2, ... , en). Then 

if and only if 

ej rad2 A ej = ej radAei radA ej. 

Proof. As in the proof of the previous lemma, we write down equivalent state­
ments, expressing the top embedding from the lemma: 

Aei radA ej n (rad2 A ej + Aej+l radA ej) = 

= radA ei radA ej + Aei+l radA ej , 

ekAei radA ej n (ek rad2 A ej + ekAei+l radA ej) = 

= ek radA ej radA ej + ekAei+l radA ej for all 1 S; k S; n. 

For k < i, the last equality is trivial, since both sides equal ek radA ej radA ej . 
We can also verify easily that for k > i, both sides equal ekAeHl radA ej ; 
just observe that ekAei radA ;2 ekAeHl radA ;2 ekAek radA ;2 ek rad2 A 
and ek radAe; radA ~ ek radA ~ ekAeHl radA. Hence the only genuine 
condition remains for k = i: ei rad2 A ej = ei radA ei radA ej . 0 
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Before formulating the main result, let us recall first the notation for the 
standard exact sequences 

o -----t V ( i) -----t P ( i) -----t Ll ( i) -----t 0 

and 

Thus, 

o -----t V( i) = (rad P( i)) (i+l) -----t rad P( i) -----t U( i) = rad Ll( i) -----t 0 

is exact. Of course, there are similar sequences for the left modules VO(i), 
PO(i), LlO(i), UO(i) and SO(i). 

Proposition A.4.9. Let A be a quasi-hereditary algebra with respect to e = 
(el' e2, ... , en). Then the following statements are equivalent: 

a) eirad2 Aej = ei radAciradAej for all 1 :::; i < j :::; n. 

b) V(i) ~ radP(i) for all 1 :::; i :::; n. 

c) The trace filtration {(uo(j))(i) 11:::; i :::; j} of U°(j) = radLlO(j) is a top 
filtration for all 1 :::; j :::; n. 

Proof. Recall that ei radAci radA = ei radAci+l radA for all 1 :::; i :::; n. 
Then the equivalence of a) and b) follows from Lemma A.4.7 and the equiv­
alence of a) and c) from Lemma A.4.8 and Lemma A.4.6, since clearly 
(rad Ll 0(j)) (i) / (rad Ll 0(j)) (HI) C::' (rad p0(j)) (i) / (rad PO(j)) (i+I) for i < j. 

o 

Let us point out that there is also a dual Proposition A.4.9°, whose for­
mulation we leave to the reader. 

Theorem A.4.10. Let A be a quasi-hereditary algebra with respect to e = 
(el' e2, ... , en). Then the following statements are equivalent: 

1) A is lean (with respect to e)j 

2) the trace filtration of U(i) is a top filtration and V(i) ~radP(i) for all 
1 :::; i :::; n; 

t 
2°) the trace filtration of UO (i) is a top filtration and VO (i) <:::: rad po (i) for all 

1 :::; i :::; nj 

3) V(i) ~radP(i) and VO(i) ~radPO(i)'for all 1 :::; i:::; n; 
4) the trace filtrations ofradLl(i) and ofradLlO(i) are top filtrations for all 

1:::; i :::; n. 

Proof. The theorem is an immediate consequence of Proposition A.4.9 and its 
dual Proposition A.4.9°. In view of Lemma A.4.2, 1) is equivalent to a) and aO) 
(of Proposition A.4.9 and Proposition A.4.9°, respectively), 2) is equivalent 
to b) and CO), 3) to b) and be) and finally, 4) is equivalent to c) and CO). 0 
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Let us point out that 2) (and 2°)) can be reformulated as follows: 

radP(i) ;2 (radP(i))(2) ;2 (radP(i))(3) ;2 ... 

;2 (radP(i))(i-l) ;2 (radP(i))(i) = (radP(i))(i+l) = V(i) ;2 0 

is a top filtration. 
We are going to define, and construct, some special classes of quasi­

hereditary algebras. 

Proposition A.4.11. Let A be a quasi-hereditary algebra. Then the following 
statements are equivalent: 
1) V(i) is projective, i. e. p1'Oj.dim L1(i) ::; 1 for aliI::; i ::; n; 
2) proj.dim T(A) ::; 1, where T(A) is the characteristic module of Theo­

rem A.2.7; 
3) F(.1O) is closed under submodules; 
4) rad.1O(i) E F(.1O) for all 1 ::; i ::; n. 

Proof. Since T = T(A) E F(L1), 1) implies 2). Moreover, 3) is equivalent to 4). 
To show the non-trivial implication of the latter equivalence, let 1'vJ be a (left) 
A-module form F(L1°) and N a maximal submodule of M; let MIN ~ S°(i). 
Then, for their trace filtrations, N(j) = M(j) for j 2:: i + 1, while N(ilIN(Hl) 

is filtered by L1°(i)'s and rad.1O(i), and we have NIN(i) ~ MIM(i). Hence, 
N E F(.1O). By induction, every submodule of M belongs to F(.1O). 

Thus we need only to establish the implications 2) :::} 3) and 3) :::} 1). We 
are going to use the fact that 3) is equivalent to 

3°) F(L1) is closed under factor modules; 

furthermore, note that, in view of Theorem A.2.8, condition 2) yields 

F(Y') = {Y I Ext1(T, Y) = O} . 

To prove that 2) implies 3), take Y E F(Y') and a short exact sequence 
o -t X -t Y -t Z -t O. From here, we get 

and thus Z E F(Y'). 
Finally, assume 3). We want to show that Ext2(L1(i), X) = 0 for all mod­

ules X, 1 ::; i ::; n. Consider the exact sequence 0 -t X -+ Q -t Y -t 0 with 
the injective hull Q of X. Since Q E F(Y'), also Y E F(Y'). Thus, the exact 
sequence yields 

as required. D 
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In combination with the dual statement that all VO( i) are projective if 
and only if all radLl(i) E F(Ll), we get the following result. 

Corollary A.4.12. Let A be a quaBi-hereditary algebra such that all V(i) are 
projective right A-modules and all VO(i) are projective left A-moduleB (1 :s 
i :s n). Then 

gl.dim A :s 2. 

Indeed, the conditions are equivalent to radLl(i) E F(Ll) and V(i) projec­
tive for all 1 :s i :s n. Thus, since proj .dim Ll( i) :s 1, proj .dim rad Ll( i) :s 1 
for all i, and the corollary follows. 

Taking into account Theorem A.4.10, we get also the following conse­
quence. 

Corollary A.4.13. All radP(i), 1 :s i :s n, have top filtrations with factors 
Ll(j), 1 :s j :s i-I and P(j), i + 1 :s j :s n if and only if all radpO(i), 
1 :s i :s n, have top filtrationB with factorB Ll°(j), 1 :s j :s i-I and p0(j), 
i + 1 :s j :s n. 

Definition A.4.14. A (quasi-hereditary) algebra satisfying the conditions of 
Corollary A.4.13 will be called replete. 

Of course, all hereditary algebras are replete with respect to a suitable 
order of idempotents (given by the lengths of principal modules). Let us point 
out that replete algebras are lean. 

Theorem A.4.15. Let A be a quasi-hereditary algebra. Then the modules 
V( i) have top filtrations with factors Ll(j), i + 1 :s j :s n for all I :s i :s n - 1 
if and only if radLlO(i) are semisimple for all 1 :s i :s n. 

Proof. This follows immediately from the reciprocity law formulated in Corol­
lary A.3.10. Indeed, if SeA) = (Di; iWj , I :s i,j :s n) is the K-species of A, 
write dimDj i Wj = Uij and dimDi i Wj = Vij . 

The standard filtration of a semisimple rad Ll ° (j) is a top filtration with 
the factors equal to Vij copies of SoC i), I :s i :s j - 1, for all I :s j :s n. In 
view of the reciprocity law 

we have 

[P(i) : Ll(j)] = (d;fdJ)v;j = Uij for all i < j. 

Hence, in view of Proposition A.4.9, the condition on rad Ll 0(j) for 1 :s j :s n 
is equivalent to the fact that V( i) has a top filtration with the factors equal 
to Uij copies of Ll(j) for all I :s i < j :s n. 0 
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Corollary A.4.16. All rad P( i), 1 :::; i :::; n, have top filtrations with factors 
SU), 1 :::; j :::; i-I and L1U), i + 1 :::; j :::; n if and only if all radr(i), 
1 :::; i :::; n have top filtrations with factors SOU), 1 :::; j :::; i-I and L1°U), 
i + 1 :::; j :::; n. 

Definition A.4.17. A (quasi-hereditary) algebra satisfying the conditions of 
Corollary A.4.16 is called shallow. 

Thus, a quasi-hereditary algebra is shallow if and only if all rad L1( i) and 
all radL1°(i) are semisimple. In particular, shallow algebras are lean. 

Definition A.4.18. A quasi-hereditary algebra is called deep if every rad L1( i) 
is a projective (right) Bi_l-module and every radL1°(i) is a projective (left) 
Bi_l-module, for all 2 :::; i :::; n. (Here Bi-l denotes, as before, the quotient 
algebra AjAciA.) 

Both replete algebras and deep algebras have global dimension:::; 2. Deep 
algebras are however, in general, not lean. There is a class of lean algebras 
which seems to be of importance for applications (see Sect. A.6); let us give 
the definition. 

Definition A.4.19. A (quasi-hereditary) algebra is said to be right medial if 
all radP(i), 1 :::; i :::; n, have top filtrations with the factors L1U), 1 :::; j :::; n, 
j =F i. An algebra A is said to be left medial if the opposite algebra AO is right 
medial, i. e. if all rad P( i), 1 :::; i :::; n, have top filtrations with the simple 
factors SU), 1 :::; j :::; i-I and the projective factors PU), i + 1 :::; j :::; n. 

Now we are going to present canonical constructions of the quasi-hereditary 
algebras defined above, over a given ordered species. Let S = (Dl' D2 , ... ,Dn ; 
i Wj, 1 :::; i,j :::; n) be an ordered species with i Wi = 0 for all 1 :::; i :::; n. Let 
T(S) be the tensor algebra over S: 

T( S) = A EB W EB W0 2 EB W0 3 EB ... , 

where A = Dl XD2 x ... xD n , W = EB. iWj is a A-A-bimodule with A operating 
',] 

via the projections, all tensor products are over A and the multiplication is 
induced by W0 r ®A W0 s c::: W0 r+8 • Of course, T(S) is, in general, infinite 
dimensional. 

Define the following ideals in T(S): 

Is = (i Wj ® j Wk I j < ma.'{{ i, k}) 

IMr = (i Wj ® j Wk I j < k) 

IMl = (iWj ®jWk Ii> j) 
IR = (iWj®jWk I j < min{i,k}) and 

Iv = (io Wi, ® i, Wi 2 ••• ® i._, Wi, I io = is and ir < io for 1 :::; r :::; s - 1) . 
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Put 
H(S) = T(S)/IH for H = 5,lvJr,Me,R, and D. 

Theorem A.4.20. The algebras 5(S), Mr(S), Me(S), R(S) and D(S) are 
quasi-hereditary algebras with the ordered species S. The algebra 5( S) is shal­
low, Mr(S) right medial, Me(S) left medial, R(S) replete and D(S) deep. 

In fact, 
5(S) ~ LiEB W EB( EB, iWt ®tWj), ,>. 

t>i 

and Mr(S), Me(S) and R(S) are isomorphic to 

where the summation runs through all sequences (io, iI, ... , it, ... , i m -1 , i m) 
subject to 

i1 > i2 > ... > i m , Tn ~ 2, 

io < i1 < ... < i m - 1 , In ~ 2 and 

io < i1 < ... < it > ... > i m - 1 > i m , 0:::; t :::; In, m. ~ 2, 

respecti vely. 

Theorem A.4.21 Let A be a basic quasi-hereditary K -algebra with the ordered 
species S = SeA). Then 

dimJ(5(S) :::; dimgA:::; dimJ(D(S). 

Moreover, dimg5(S) = dimgA if and only if A is shallow and dimgD(S) = 
dimg A if and only if A is deep. 

If A is lean, then 
dim/\' A :::; dimg R( S) 

and dimg R( S) = dimg A if and only if A is replete. 

For the proof of the statements concerning the shallow and deep algebras, 
we refer to [DR4]. The proof of the remaining statements is similar and is left 
to the reader. Let us point out that two shallow, or medial, or replete, or deep 
algebras over the same ordered species do not have to be isomorphic. 

1 2 
Typically, the algebra A whose regular representation is AA = 2 EB 1 3 EEl ~ 

1 2 

is shallow, but A 't 5(S(A)) (cf. the example after Theorem A.3.4). 
Let us insert the following observation. 

Proposition A.4.22. An algebra is replete if and only if it is lean and 

Ext2 (Ll(i), 5(j)) = 0 = Ext 2 (5(j), \lei)) for all 1 :::; i,j:::; n. (A.4.2) 
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Proof. This follows from the following fact and its dual. Consider, as before, 
the exact sequence 

0-+ V(i) -+ P(i) -+ Ll(i) -+ 0, 

which yields for every 1 ~ j ~ n 

o =Extl(p(i),S(j)) -+Ext1 (V(i),SU)) ~Ext2(Ll(i),SU»)-+ 

-+Ext2(p(i),SU» = o. 
Thus V(i) is projective if and only if Ext2 (Ll(i), SU)) = 0 for all 1 ~ j ~ n. 

o 

In general, there are many algebras over the same species which satisfy 
(A.4.2); for instance, it also holds for deep algebras. It may be worth point­
ing out that among lean algebras over a given species the right medial (left 
medial) algebras are exactly those which have the least I< -dimension and 
satisfy Ext2(SU), \lei») = 0 (or Ext2 (Ll(i), SU)) = 0, respectively) for all 
1 ~ i,j ~ n. 

In order to get an idea of the size of the algebras constructed above, let 
us give their I< -dimensions in the case of the "complete" ordered species 

Sn = (Dl = D2 = ... = Dn = I<; iWj = I< for al11 ~ i,j ~ n, i =/=j). 

These are easy to compute: 

Sn = dimKS(Sn) = ~n(n + 1)(2n + 1); 

mn = dimKMr(Sn) = dimKMl(S) = (n -1)2n + 1; 

rn = dimKR(Sn) = ~(22n - 1); and 

dn = dimK D( Sn) = dn satisfies the recursion: dn+ 1 = dn + (dn + I? 

Thus, S2 = m2 = r2 = d2 = 5, however already for n = 10, dlO ~ 2.7 X 10208 

(!), while S10 = 385, ml0 = 9217 and even TI0 is "only" 349525. 

A.5 Characterization of the Category F(L1) 

In Sect. A.3, we have seen the importance of the full subcategory F(Ll) of 
mod-A in the theory of quasi-hereditary algebras. The module categories of 
quasi-hereditary algebras have been abstractly described by Cline, Parshall 
and Scott in terms of the highest weight categories with a finite number of 
weights [PSJ. In the same spirit, we are going to give a characterization of the 
categories F(Ll), called "standardization" in [DR5J. 

Let C be an abelian I< -category and 

Ll = {Ll( i) I 1 ~ i ~ n} 

a finite ordered set of (non-isomorphic) objects of C. 
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Definition A.5.l. The ordered set .1 is called a standard sequence if 

1) dimKHom(.1(i),.1(j)) < 00 and 

dimK Ext1 (.1( i), .1(j)) < 00 for all 1 s:: i, j s:: n; 
2) rad (.1(i), .1(j)) = 0 and 

Ext 1 (.1(i),.1(j)) = 0 for i 2: j. 

Here rad (Ll(i), .1(j)) equals Hom(Ll(i), Ll(j)) for i =f:. j and radEndLl(i) for 
i = j.) 

Note that 2) implies that all .1( i) are Schurian. Denote by F( Ll) the full 
subcategory of C consisting of all objects which have filtrations with factors 
from .1. 

Theorem A.5.2. Let Ll be a standard sequence in an abelian K -category C. 
Then there exists a unique basic quasi-hereditary algebra A (with an order of 
idempotents given by the standard sequence) such that the subcategories F(Ll) 
ofC and F(.1 A) of mod-A are equivalent. 

Proof. The proof has several steps. First, we are going to construct for every 
1 s:: i s:: n an indecomposable Ext-projective object P(i) of F(.1) with an 
exact sequence 

o ---t Veil ---t P(i) ---t .1(i) ---t 0, Veil E F(.1). 

In general, we show that for every X E F(Ll), there is a finite direct sum 
P(X) of suitable P(i)'s, 1 s:: i s:: n, such that the exact sequence 

(A.5.I) 

satisfies XI E F(Ll). 
n 

Finally, taking P = ,61 P( i) and putting 
.=1 

A = EndP, 

we shall establish that A is the desired algebra with 

PA(i) = Hom(P, P(i)) and LlA(i) = Hom(P, Ll(i)) . 

The proof of the equivalence F(.1) ~ F(.1A) will use the existence of the 
exact sequences (A.5.I). The fact that A is a quasi-hereditary algebra with 
the sequence LlA = {.1A(i) lIs:: 'i s:: n} of standard modules then follows 
immediately: PA(i) has a .1A -filtration with the top factor .1A(i) and the 
remaining factors .1A(j), j > i. Moreover, since Hom(PA(j),LlA(i)) = 0 for 
j > i, .1A( i) is the maximal factor module of P A(i) whose composition factors 
are S(j) for j s:: i. 
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Let us construct the objects P(i), 1 ::::: i ::::: n. Proceed inductively: For 
is; k::::: n, construct Pk(i) such that Ext1 (Pk(i), Ll(j)) = 0 for all 1 ::::: j::::: k, 
and such that there is an exact sequence 

o ---t Vk(i) ---t .fk(i) ---t Ll(i) ---t 0, 

where Vk(i) is filtered by Ll(j), i < j ::::: k. The condition 2) on the standard 
sequence gives Pi(i) = Ll(i). Assume that Vk-1(i) ~ Pk-1(i) are already 
constructed. Denote 

where Dk = EndLl(k), and consider the "universal extension" 

o ---t dkiLl( k) ---t Pk( i) ---t Pk-1 (i) ---t 0 . 

Thus Ext1 (Pk(i), Ll(j)) = 0 (since the homomorphism Hom(dkiLl(k), Ll(k)) ~ 
Ext1(Pk_1(i),Ll(k)) is surjective) for all 1 S; j::::: k, and Pk(i) is indecompos­
able (since Hom(Ll(k),Pk_1(i)) = 0). Furthermore, the corresponding Vk(i) 
is easily seen to be an extension of Vk-1 (i) by dki Ll( k) and thus the inductive 

n 
step is completed. Put P(i) = Pn(i) and P = EB P(i). 

;=1 
Now, let X be an arbitrary object of F(Ll). We claim that there is P(X) 

in addP such that (A.5.l) holds. For X = Ll(i) this is clearly true: take 
P(Ll(i)) = P(i). In general, X is an extension of Z E F(Ll) by Y E F(Ll), 
and by induction, using the fact that Ext 1 (P(Z), Y) = 0, we get the following 
commutative diagram of exact sequences: 

0 0 0 

1 1 1 
0 ---t Y' ---t x' ---t ZI ---t 0 

1 1 1 
0 ---t P(Y) ---t P(Y) EB P(Z) ---t P(Z) ---t 0 

1 1 1 
0 ---t Y ---t X ---t Z ---t O· , 

1 1 1 
0 0 0 

here X' is an extension of ZI by yl, and therefore in F(Ll). In what follows, 
we will keep the notation of (A.5.1) and of the related exact sequence 

o ---t X" ---t P(X') ~ P(X) ~ X ---t O. (A.5.2) 

Let A = End(P) and hp = Hom(P, -) : C ~ mod-A. In view of the con­
dition I), A is a finite dimensional algebra and all hp(X) with X E F(Ll) are 
finite dimensional A-modules. Let PA(i) = hp(P(i)) and LlA(i) = hp(Ll(i)), 
1 S; i ::::: n. Since Ext1(P,X) = 0 for X E F(Ll), hp is exact on exact sequences 
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o -t X -t Y -t Z -t 0 with X E F(Ll) in C. In consequence, hp maps F(Ll) 
into F(LlA) ~ mod-A. 

We are going to show that the restriction of hp to F(Ll) is an equivalence 
of F(Ll) and F(LlA)' First, we claim that on F(Ll), hp is faithful. Let X, Y E 
F(Ll) and rp: X -t Y with hp(rp) = O. Using the sequence (A.5.2), rp can be 
lifted to rpo and rpI to get a commutative diagram 

P(X') P(X) 
1rx 

X 0 --t --t --t 

I I 

l~ ~ll ~ol 

! ! 

P(Y') 
1ry, 

P(Y) 
1ry 

Y O. --t --t --t 

Applying hp, we get projective presentations for hp(X) and hp(Y) 

hp(P(X'») hp(P(X» 
hp(1rx) 

hp(X) 0 --t --t --t 

hp(~t> 1 hp(~o) 1 1 hp(~)=O 
hp(P(Y')) 

hp(lI'y,) 
hp(P(Y») 

hp(lI'Y) 
hp(Y) O. --t --t --t 

Since hp(7ry)hp(rpo) = hp(rp)hp(7rx) = 0, there is a homomorphism g 
hp(P(X)) -t hp(P(Y')) such that hp(7ry,)g = hp(rpo). Furthermore, since 
the restriction of hp to addP is obviously faithful and full, g = hp('I/J) with 
'I/J : P(X) -t P(Y') satisfying rpo = 7ry,'I/J. But then rp7rX = 7ry7ry''I/J = 0 and 
thus rp = O. 

To complete the proof of the theorem, we can proceed in a similar manner, 
making use of (A.5.1) and (A.5.2), to show that the restriction of hp to F(.1) 
is full and dense. The details of the proof are left to the reader. 0 

In conclusion, let us point out that any subsequence of a standard se­
quence is again standard. Given a quasi-hereditary algebra A, its sequence 
of standard modules Ll = (Ll( i) I 1 ~ i ~ n) is obviously standard. Thus, 
any subsequence of Llleads to a quasi-hereditary algebra derived from A. For 
instance, if we choose (Ll(i) I 1 ~ i ~ r) ~ Ll, we obtain Br = A/AcrHA. If 
we take (Ll( i) I r ~ i ~ n) ~ Ll, we get Cr = crAcr . These two special cases 
relate to the recursive constructions (i) and (ii) of Sect. A.4. 

A.6 Final Remarks 

In this last section we want to make several brief comments, concerning some 
particular classes of quasi-hereditary algebras which are closely related to cur­
rent developments in a number of applications. Quasi-hereditary algebras have 
now become a central concept of the Kazhdan-Lusztig theory as developed by 
Cline, Parshall and Scott [CPS2], as well as an important tool in the work on 
the Berstein-Gelfand-Gelfand category 0; this category is the sum of blocks 
which are equivalent to module categories over quasi-hereditary algebras. Here 
the Yoneda Ext·-algebras seems to playa fundamental role. Recently Beilin­
son, Ginsburg and Soergel [BGS) have established an isomorphism between 
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the principal block algebra for 0 and its own Ext--algebra. Recent studies of 
Dyer [D] should also be mentioned in this connection. 

We are going to illustrate some of the relevant notions. Let us recall the 
definition of an Ext--algebra. Given a finite dimensional algebra A, 

_ t - -
Ext -A= EB ExtA(A,A) , 

t~O 

where A = A/radA and multiplication is induced by the Yoneda product of 
exact sequences. Thus Ext--A is finite dimensional if and only if A is of finite 
global dimension. If P_ = (Pt I t 2: 0) is a minimal projective resolution of 
a module M, then Ext~(M,S(j)) ~ HomA(Pt,S(j)) ~ HomA(topPt,S(j)). 
Clearly, we always have for the K-species S(Ext--A) 2 (S(A))", where * 
denotes the dual species to SeA). The latter is defined as follows: Given a 
K-species S = (A, W), then S* = (A, W* = HomK(W, K)). If in particular 
S is an ordered K-species, then S* is an ordered K-species with the reverse 
order. An important role is played in the theory by the so-called quadratic 
algebras: Given a K-species S = (A, W), a K-algebra A = T(S)/(n}, where 
T( S) is the tensor algebra and n ~ W®2, is said to be quadratic. Set 

n.l. = {f E (W®2)* ~ W* ®A W* I fen) = O} 

and define 
A.l. = T(s*)/(n.l.}. 

A quadratic algebra A is said to be formal if A.l. ~ Ext--A. It is characterized 
by the fact that the inlcusion S(Ext--A) 2 (S(A))* turns into equality. 

Of course, formal (quadratic) algebras (of finite global dimension) do not 
have to be quasi-hereditary; as an illustration, consider the "Fibonacci" al­
gebras Fd of the Example in Sect. A.3. On the other hand, the following 
example shows that a quasi-hereditary quadratic algebra is not, in general, 
formal: consider the path algebra of the graph 

3 

2 5 6 

4 

1 2 3 
AA = 2 EB 3 4 EB 5 EB : EB ~ EB 6 

4 5 6 

and A.l. 'f!. Ext--A. Furthermore, the Ext--algebra of a formal quasi-hereditary 
algebra does not have to be quasi-hereditary. Take the path algebra of the 

213 
graph •• '.. '. modulo (a21a12,a21a13,a31a13). Then 

1 
2 3 3 

AA = 1 1 EB 2 EB 1 
2 1 2 

1 1 
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and 

(Ext--A)Ext· -A = /3 EB ~ EB ~ ; 
223 

thus A is a quasi-hereditary, quadratic formal algebra (Ext--A ~ A.L). In fact, 
gl.dimA = 2. Observe, however, that A is not lean (!). Indeed, radP(3) lacks 
top filtration by L1(1) and L1(2) (cf. Theorem A.4.10). 

On the other hand, we can verify easily the following statements. 

Lemma A.6.l. Let A be a quasi-hereditary algebra such that every radP(i), 
1 :5 i :5 n, is a direct sum of some S(j) 's, L1(j) 's for 1 :5 j :5 n and of some 
P(j) 's for i + 1 :5 j :5 n. Then A is quadratic and formal. 

Here a need for restricting the range of P(j)'s can be seen easily: The path 
2 3 1 4 . 

algebra of the graph. •• •• •• , modulo the Ideal generated by the 
path 023031014 is a non-quadratic quasi-hereditary algebra whose radical (as 
a right module) is a direct sum of standard and projective modules. 

Proposition A.6.2. Given an ordered species S, S(S), Mr(S), Mt(S) and 
R( S) are formal. In fact, 

Ext--S(S) ~ R(S*), 
Ext--Mr(S) ~ M£(S*) 

Ext--R(S) ~ S(S*), 
and Ext--M£(S) ~ Mr(S*) . 

Note that all the above Ext--algebras are quasi-hereditary algebras with 
respect to the opposite order of the order of S. 

Proposition A.6.3. Let S = (D1,D2 , •.• ,Dn ; iWj, 1:5 i,j :5 n) be an 
ordered species such that Di ~ Dn- i+1 and iWj ~ n-i+1Wn-j+l for all i,j; 
thus S ~ S* with the opposite order. Then 

and 
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