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CHAPTER 1

Affine Varieties

1.1. Ideals and varieties. Hilbert’s Basis Theorem

Let K be an algebraically closed field. We denote by An
K (or by

An if K is fixed) the n-dimensional affine space over K , i.e. the
set of all n-tuples a = (a1, a2, . . . , an) with entries from K . A subset
X ⊆ An

K is called an affine algebraic variety if it coincides with the
set of common zeros of a set of polynomials S = {F1, F2, . . . , Fm } ⊆
K[x1, . . . , xn ] . We denote this set by V (S) or V (F1, F2, . . . , Fm) .
We often omit the word “algebraic” and simply say “affine variety,”
especially as we almost never deal with other sorts of varieties. If F
is a subfield of K , one denotes by X(F) the set of all points of the
variety X whose coordinates belong to F .

If S consists of a unique polynomial F 6= 0 , the variety V (S) =
V (F ) is called a hypersurface in An (a plane curve if n = 2 ; a space
surface if n = 3 ).

Exercises 1.1.1. (1) Prove that the following subsets in An

are affine algebraic varieties:
(a) An ;
(b) ∅ ;
(c) { a } for every point a ∈ An .
(d)

{
(tk, tl) | t ∈ K

}
⊂ A2 , where k, l are fixed integers.

(2) Suppose that F = F k1
1 . . . F ks

s , where Fi are irreducible poly-
nomials. Put X = V (F ) , Xi = V (Fi) . Show that X =⋃s

i=1Xi .
(3) Let K = C be the field of complex numbers, R be the field of

real numbers. Outline the sets of points X(R) for the plane
curves X = V (F ) , where F are the following polynomials:
(a) x2 − y2 ;
(b) y2 − x3 (“cuspidal cubic”);
(c) y2 − x3 − x2 ; (“nodal cubic”);
(d) y2 − x3 − x (“smooth cubic”).
(We write, as usually, (x, y) instead of (x1, x2) , just as in the
following exercise we write (x, y, z) instead of (x1, x2, x3) .)

(4) Outline the sets of points X(R) for the space surfaces X =
V (F ) , where F are the following polynomials:
(a) x2 − yz ;
(b) xyz ;
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2 1. AFFINE VARIETIES

(c) x2 − z3 ;
(d) x2 + y2 − z3 .

We often write xm , where x = (x1, x2, . . . , xn) and m = (m1,
m2, . . . ,mn), for the product xm1

1 . . . xmn
n . In particular, a polynomial

from K[x ] is written as a finite sum∑
m

αmxm , where m ∈ Nn, αm ∈ K .

A set of polynomials S defines an ideal 〈S 〉 = 〈F1, F2, . . . , Fm 〉 ⊆
K[x1, . . . , xn ] consisting of all “formal consequences” of these polyno-
mials, i.e., of all linear combinations

∑m
i=1HiFi, where Hi are some

polynomials. Certainly, if G ∈ 〈S 〉 and a ∈ V (S), then also G(a) =
0. Hence, if S ′ is another set of polynomials such that 〈S ′ 〉 = 〈S 〉,
then V (S) = V (S ′). That is, indeed, an affine variety is farther defined
by an ideal of the polynomial ring.

In principle, a question arises, whether every such ideal defines an
affine variety. Equivalently, the question is whether each ideal in the
ring of polynomial possesses a finite set of generators. It is really so as
the following theorem shows.

Theorem 1.1.2 (Hilbert’s Basis Theorem). Suppose that each ideal
of a ring A possesses a finite set of generators. Then the same is true
for the polynomial ring A[x1, . . . , xn ] for every n.

A ring A such that every ideal in A has a finite set of generators
is called noetherian. Hence, Hilbert’s Basis Theorem claims that
a polynomial ring over any noetherian ring is again noetherian. As
every ideal of a field K either is 0 or coincides with K , it is always
finitely generated (by the empty set in the former and by 1 in the
latter case). Therefore, all polynomial rings with coefficients from a
field are noetherian.

Proof. It is clear that we only have to prove the theorem for n = 1
(then a simple inductive argument works). Let B = A[x], where the
ring A is noetherian, and let I be an ideal of B. Denote by Id the
set consisting of the leading coefficients of all polynomials of degree d
belonging to I and of the zero element of A. Obviously, Id is an ideal
in A. Moreover, Id ⊆ Id+1: if a is the leading coefficient of a polyno-
mial F , then it is also the leading coefficient of xF . Hence, the union
I∞ =

⋃
d Id is again an ideal in A (check it!). As A is noetherian, I∞

possesses a finite set of generators T = { a1, a2, . . . , am }. Denote by
Fk a polynomial from I with the leading coefficient ak, dk = degFk

and by D the maximum of all dk. Each ideal Id for d < D is also
finitely generated. Let Td = { bid } be a set of generators for Id and
let Gid be a polynomial of degree d with the leading coefficient bid.
We claim that the (finite) set S = {F1, F2, . . . , Fm } ∪ {Gid | d < D }
is a set of generators for I.
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Namely, we will prove that every polynomial F ∈ I belongs to
〈S 〉 using induction on d = degF . If d = 0, then F ∈ I0 (as
it coincides with its own leading coefficient). Hence, F ∈ 〈T0 〉, so
F ∈ 〈S 〉. Suppose that the claim is valid for all polynomials of degrees
less than d and let F ∈ I be any polynomial of degree d. Consider
its leading coefficient a. If d < D, a ∈ Id, therefore a =

∑
i cibid

for some ci ∈ A. Then the polynomial F ′ =
∑

i ciGid belongs to
〈S 〉, degF ′ = d and the leading coefficient of F ′ is also a. Thus,
deg(F − F ′) < d. Certainly, F − F ′ ∈ I, hence, F − F ′ ∈ 〈S 〉 and
F = F ′ + (F − F ′) is also in 〈S 〉.

Suppose now that d ≥ D. As a ∈ I∞, we have that a =
∑

k ckak

for some ck. Put F ′ =
∑

k ckx
d−dkFk. Again F ′ ∈ 〈S 〉 and has the

same degree and the same leading term as F . Therefore, just as above,
F − F ′ and thus F belong to 〈S 〉 too. �

This result enable us to define the affine algebraic variety V (I) for
every ideal I ⊆ K[x1, . . . , xn ] as V (S) for some (hence, any) (finite)
system of generators of I.

Exercises 1.1.3. (1) Prove that if Xi ⊆ An ( i ∈ S) are affine
varieties, then also

⋂
i∈S Xi is an affine variety. If S is finite,

then also
⋃

i∈S Xi is an affine variety. Hence, the set of affine
varieties can be considered as that of closed subsets of some
topology on An. This topology is called the Zariski topology .

Hint : Prove that if Xi = V (Ii), then
⋂

iXi = V (
∑

i Ii); if
the set S is finite, then

⋃
i Vi = V (

∏
i Ii).

(2) Find all closed sets in the Zariski topology on the affine line
A1 .

(3) Show that if C ⊂ A2 is an infinite Zariski closed set, then it
contains a plane curve.

Hint : Use the resultants.
(4) Let F be an infinite subfield in K . Prove that An(F) is dense

in An
K in the Zariski topology.

(5) Let F be a finite subfield of K consisting of q elements.
Find all polynomials F ∈ K[x ] such that F (a) = 0 for all
a ∈ An(F) .

Exercises 1.1.3 shows that the Zariski topology is a rather unusual
one; in any case, it is non-Hausdorff if X is infinite. Nevertheless, it is
useful for the purposes of algebraic geometry and in what follows, we
always consider an affine variety X ⊆ An as a topological space with
its Zariski topology, i.e., the topology on X induced by the Zariski
topology of An .

Remark. If K = C is the field of complex numbers, the affine
space and thus every affine variety can also be considered as topolog-
ical space with the “usual” (Euclidean) topology. Though it is very



4 1. AFFINE VARIETIES

important and widely used in complex algebraic geometry, we will only
mention it in some exercises.

1.2. Regular functions and regular mappings

Let X = V (S) be an affine variety. A function f : X → K is
said to be regular if it coincides with the restriction on X of some
polynomial function, i.e., a function An → K mapping a point a
to F (a), where F ∈ K[x1, . . . , xn ]. Obviously, if f and g are two
polynomial functions on X, their (pointwise) sum and product are also
polynomial functions. Thus, all regular functions form a K-algebra
K[X] called the algebra of regular functions or the coordinate algebra
of the affine variety X. As the field K is infinite, a polynomial F is
completely defined by the corresponding polynomial function. That is
why we do not distinguish them and often speak about “the restriction
of a polynomial,” “the value of a polynomial,” etc.

Certainly, the mapping K[x1, . . . , xn ] → K[X], putting a polyno-
mial F to the function a 7→ F (a), is a homomorphism of algebras and
even an epimorphism. Therefore, K[X] ' K[x1, . . . , xn ]/I(X), where
I(X) is the ideal consisting of all polynomials F such that F (a) = 0
for every point a ∈ X. This ideal is called the defining ideal of the
affine variety X.

Proposition 1.2.1. (1) For every point a ∈ X the “evalua-
tion mapping” f 7→ f(a) is a homomorphism of K-algebras
va : K[X]→ K.

(2) Conversely, given any homomorphism of K-algebras α : K[X]→
K, there is a unique point a ∈ X such that α(f) = f(a) for
each f ∈ K[X].

Proof. The first claim is obvious. Consider any homomorphism
α : K[X]→ K. Denote by ξi the restriction on X of the polynomial
xi (the “ i-th coordinate function”). Obviously, the functions ξi ( i =
1, . . . , n) generate K[X] as K-algebra. Put ai = α(ξi) and a =
(a1, a2, . . . , an). If F is any polynomial from I(X), then F (a) =
α(F (ξ1, ξ2, . . . , ξn)) as α is a homomorphism of algebras. But under
the identification of K[X] with K[x1, . . . , xn ]/I(X), the latter value
coincides with the class of F (x1, x2, . . . , xn), i.e. equals 0. Therefore,
a ∈ X. Moreover, ξi(a) = α(ξi) by definition, whence f(a) = α(f) as
ξi generate the algebra K[X]. If b is another point such that α(f) =
f(b) for all regular functions f , then, in particular, ξi(b) = α(ξi) = ai,
i.e. all coordinates of b coincide with those of a, hence, b = a. �

Let Y be another affine variety and f : Y → X a mapping. If a ∈
Y , then f(a) is a point of An, hence, its coordinates f1(a), . . . , fn(a)
are defined. In other words, f defines n “coordinate mappings” fi :
Y → K. The mapping f is said to be regular or a morphism of affine
varieties if all these coordinate mappings are regular functions.
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It is obvious that if f : Y → X and g : Z → Y are regular map-
pings of affine varieties, their composition f ◦ g : Z → X is also a
regular mapping. As usually, a regular mapping f having a regular
inverse f−1 is called an isomorphism of affine varieties. If an isomor-
phism f : X

∼→ Y exists, the varieties X and Y are called isomorphic
and we write: X ' Y .

Proposition 1.2.2. (1) A mapping f : Y → X is regular if
and only if the function ϕ ◦ f : Y → K is regular for each
regular function ϕ : X → K. Moreover, the mapping f ∗ :
K[X] → K[Y ] such that f ∗(ϕ) = ϕ ◦ f is a homomorphism
of K-algebras.

(2) Conversely, each homomorphism of K-algebras K[X]→ K[Y ]
is of the form f ∗ for a unique regular mapping f : Y → X.

Proof. If f(a) = (f1(a), . . . , fn(a)), where fi is the restriction
on Y of some polynomial Fi and ϕ is the restriction on X of a
polynomial G then ϕ ◦ f is the restriction on Y of the polynomial
G(F1(a), . . . , Fn(a)), i.e., is a regular function. Conversely, suppose
that ϕ◦f is a regular function for each ϕ ∈ K[X]. Put ϕ = xi, the i-th
coordinate function on An. Then ϕ◦f(a) is the i-th coordinate of the
point f(a). Hence, all these coordinates are regular functions and the
mapping f is regular. It is quite obvious that (ϕ+ψ)◦f = ϕ◦f+ψ◦f
and (ϕψ) ◦ f = (ϕ ◦ f)(ψ ◦ f), so f ∗ is indeed a homomorphism of
K-algebras.

Let now γ : K[X] → K[Y ] be any homomorphism of K-algebras
and a ∈ Y . Then the composition va ◦ γ, where va is the evaluation
mapping, is a homomorphism K[X]→ K, thus defines a unique point
b ∈ X such that va ◦ γ = vb. Hence, there is a unique mapping
f : Y → X such that va ◦ γ = vf(a) for every a ∈ Y . In particular, if
f(a) = (f1(a), . . . , fn(a)), then fi(a) = vf(a)(ξi) = va(γ(ξi)) = γ(ξi)(a),
where ξi are the coordinate functions on X. As it is true for every point
a ∈ Y , we have that fi = γ(ξi) are regular functions on Y , so f is
a regular mapping and γ(ξi) = f ∗(ξi). As ξi generate K[X], γ = f ∗.
The uniqueness of f is evident. �

Corollary 1.2.3. Affine algebraic varieties X and Y are iso-
morphic if and only if the algebras K[X] and K[Y ] are isomorph.
Moreover, a morphism f : X → Y is an isomorphism if and only if
so is the homomorphism f ∗.

Exercises 1.2.4. (1) For every regular function f on an affine
variety X , put D(f) = {x ∈ X | f(x) 6= 0 } . The sets D(f)
are called principal open sets (of the variety X ). Prove that
the principal open sets form a base of the Zariski topology,
i.e., every open set is a union of principal open sets.

(2) Prove that every regular mapping is continuous (in the Zariski
topology).
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(3) An affine transformation of An is a mapping An → An of
the form a 7→ Aa+ b , where A is an invertible n× n matrix
and b is a fixed vector. Show that such a transformation is
an automorphism of An (i.e., an isomorphism to itself).

(4) Show that the only automorphisms of the affine line A1 are
the affine transformations. Is it still true for n > 1 ?

(5) Consider the plane curves given by the following equations:
(a) x2 − y ;
(b) xy ;
(c) xy − 1 ;
(d) x2 − y3 .
Prove that they are pairwise non-isomorph. Which of them is
isomorphic to the affine line?

(6) Let X be the plane curve defined by the equation x2 − y3 ,
f : A1 → X be the regular mapping such that f(λ) = (λ3, λ2)
for each λ ∈ K . Prove that f is bijective, but its inverse is
not regular.

(7) Suppose that charK = p , a positive prime number. Show
that the mapping Φ : An → An such that Φ (a1, a2, . . . , an) =
(ap

1, a
p
2, . . . , a

p
n) is regular and bijective, but its inverse is not

regular. This mapping is called the Frobenius mapping .
(8) In the situation of the preceding exercise, suppose that X =

X(S) for some set S ⊆ F[x ] , where F is the prime subfield
of K . Show that Φ(X) = X , where Φ is the Frobenius
mapping.

1.3. Hilbert’s Nullstellensatz

Above we have defined the correspondence between the ideals I of
the polynomial ring K[x1, . . . , xn ] and the affine varieties X ⊆ An

K:
to every ideal I corresponds the variety V (I) of its zeros and to every
variety X corresponds the ideal I(X) of polynomials vanishing on X.
It is clear that V (I(X)) = X: if a point a does not belong to X, then,
by definition, there is a polynomial F vanishing on X (hence, lying in
I(X) ) but not vanishing at a; thus, a /∈ V (I(X)). On the other hand,
simple examples show that I(V (I)) 6= I can happen. For instance, if
I = 〈F 2 〉 for some polynomial F , then F ∈ I(V (I)) but F /∈ I.

Exercise 1.3.1. Suppose that I = 〈F 〉. Find I(V (I)) using the
decomposition of F into a product of irreducible polynomials (remind
that such a decomposition is unique up to permutation and constant
multipliers).

The last example can be easily generalized. Namely, denote by
√
I

the set of all polynomials F such that F k ∈ I for some integer k.
This set is called the root of the ideal I.

Exercise 1.3.2. Check that
√
I is again an ideal.
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Obviously,
√
I ⊆ I(V (I)). A remarkable theorem by Hilbert shows

that these two ideals indeed coincide.

Theorem 1.3.3 (Hilbert’s Nullstellensatz). If the field K is alge-

braically closed, then I(V (I)) =
√
I for every ideal I ⊆ K[x1, . . . , xn ].

An ideal I of a ring A is called a radical ideal if I =
√
I . In

particular, Hilbert Nullstellensatz claims that an ideal I ⊆ K[x ] is
the defining ideal of an affine variety if and only if it is a radical ideal.

First note the following special case of this theorem.

Corollary 1.3.4. V (I) = ∅ if and only if I = K[x1, . . . , xn ].

Indeed, V (I) = ∅ means that all polynomials vanish on V (I). In
particular, 1 ∈ I(V (I)). But it means that 1 ∈ I as 1k = 1. Then
certainly I contains all polynomials. The converse is evident.

The following trick shows that Hilbert’s Nullstellensatz is indeed a
consequence of this special case.

Proposition 1.3.5 (Rabinovich’s Lemma). If Corollary 1.3.4 is
valid, then Theorem 1.3.3 is valid too.

Proof. Let F ∈ I(V (I)). Consider the ideal J ⊆ K[x1, . . . , xn+1 ]
generated by all polynomials from I and by xn+1F − 1. Obviously,
V (J) = ∅. Hence, 1 ∈ J , i.e.

(1.3.1) 1 =
m∑

i=1

HiFi +Hm+1(xn+1F − 1)

for some polynomials Hi ∈ K[x1, . . . , xn+1 ] and some polynomials
Fi ∈ I. The equality (1.3.1) is a formal equality of polynomials, so
we can replace in it the variables xi by any values taken from any
K-algebra. Replacing xn+1 by 1/F , we get:

1 =
m∑

i=1

Hi(x1, . . . , xn, 1/F )Fi(x1, . . . , xn) .

Multiplying this equality by the common denominator, which is F k for
some integer k, we get:

F k =
m∑

i=1

GiFi ∈ I ,

where Gi stands for F kHi(x1, . . . , xn, 1/F ). �

We are going now to prove Corollary 1.3.4 (which is also often called
“Nullstellensatz”). Moreover, we shall give an equivalent formulation
of it, which will be valid for any field K, not only for algebraically
closed one. (And in the remainder of this section, as well as in the next
one, we do not suppose the field K being algebraically closed.)

First make the following simple remarks.
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Proposition 1.3.6. Let I1 ⊆ I2 ⊆ I3 ⊆ . . . be an increasing
chain of ideals of a noetherian ring (e.g. of K[x1, . . . , xn ]). Then it
stabilizes, i.e., there is a number r such that Ir = Is for all s > r.

Proof. As we have remarked before, the union I =
⋃

i Ii is again
an ideal. As the ring is noetherian, I = 〈 a1, . . . , am 〉 for some finite
set. Each of ak belongs to some ideal Iik . Then we can put r =
maxk ik: obviously, Ir = I = Is for all s > r. �

Corollary 1.3.7. For every proper ideal I ⊂ A of a noetherian
ring A , there is a maximal ideal containing I.

Remind that a maximal ideal is a proper ideal J ⊂ A such that
there are no proper ideals J ′ with J ⊂ J ′.

Proof. If I is not maximal, there is a proper ideal I1 ⊃ I. If I1
is not maximal, there is a proper ideal I2 ⊃ I1, etc. Hence, if there
is no maximal ideal containing I, we get an increasing chain of ideals
which never stabilizes. It contradicts Proposition 1.3.6. �

Remark. Indeed, the last corollary is valid for any ring, no matter
whether it is noetherian or not, but its proof requires some “transfinite”
set-theoretical tools like Zorn Lemma or something equivalent. We will
never use it for non-noetherian rings.

Proposition 1.3.8. If 0 is the unique proper ideal of a ring A,
then A is a field.

Proof. Let a 6= 0 be an element of A, I = 〈 a 〉. As I 6= 0, we
have that I = A. In particular, 1 ∈ I, i.e., there is an element b ∈ A
such that ab = 1; so a is invertible. �

Corollary 1.3.9. A proper ideal I ⊂ A is maximal if and only
if A/I is a field.

Proof. I is maximal if and only if there are no proper ideals in
A/I except of 0. �

Now we are ready to reformulate Corollary 1.3.4 in the following
way:

Theorem 1.3.10. If I is a maximal ideal of the polynomial ring
K[x ], where K is any field, then the field K[x ]/I is an algebraic
extension of K.

Show that this theorem really implies Corollary 1.3.4. Indeed, let
I be a proper ideal from K[x ], where K is algebraically closed, and
J be a maximal ideal containing I. As K has no proper algebraic
extensions, then K[x ]/J = K . Hence, we obtain a homomorphism
K[x ] → K with the kernel J ⊇ I or, the same, a homomorphism
K[x ]/I → K. Then Proposition 1.2.1 shows that V (I) 6= ∅.
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We shall reformulate Theorem 1.3.10 once more. Note that the
factor-algebra K[x ]/I for every ideal I is a finitely generated K-
algebra. In view of Corollary 1.3.9, we see that Theorem 1.3.10 is
equivalent to the following one:

Theorem 1.3.11. If a finitely generated K-algebra A is a field, it
is an algebraic extension of K.

The last theorem will be proved in the next section using rather
powerful and important tools called “integral dependence” and “Noether
normalization.”

1.4. Integral dependence

In this section we do not suppose the field K to be algebraically
closed.

Definition 1.4.1. Let A ⊆ B be an extension of rings.

(1) An element b ∈ B is called integral over A if F (b) = 0 for
some polynomial F ∈ A[x] with the leading coefficient 1.

(2) The ring B is called an integral extension of A if every
element of B is integral over A ,

If A is a field, “integral” coincides with “algebraic,” as we can
always divide any non-zero polynomial by its leading coefficient. In-
deed, we shall see that many features of integral extensions of rings are
similar to those of algebraic extensions of fields. Before studying this
notion more detailed, we show how to use it for the proof of Hilbert’s
Nullstellensatz. First make the following simple observation.

Proposition 1.4.2. Suppose that an integral extension B of a ring
A is a field. Then A is also a field.

Proof. Let a be a non-zero element of A , b = a−1 its inverse in
the field B . As the latter is integral over A , there are such elements
ci ∈ A that bm + c1b

m−1 + · · · + cm = 0 . Multiplying this equality
by am−1 , we get: b = −c1 − · · · − cmam−1 ∈ A , so a is invertible in
A . �

The following result plays the decisive role in the proof of Hilbert’s
Nullstellensatz, as well as in the dimension theory of algebraic varieties.

Theorem 1.4.3 (Noether’s Normalization Lemma). If B is a fin-
itely generated K-algebra, then there is a subalgebra A ⊆ B isomor-
phic to a polynomial algebra K[x1, . . . , xd ] and such that B is an
integral extension of A .

The last theorem immediately implies Nullstellensatz. Indeed, sup-
pose that B is a field. Then A is also a field by Proposition 1.4.2,
hence, A = K and B is an algebraic extension of K .
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To prove Noether’s Normalization Lemma (thus, Hilbert’s Nullstel-
lensatz), we need some elementary properties of integral extensions, as
well as of modules over noetherian rings. Remind the following defini-
tion.

Definition 1.4.4. A module over a ring A (or an A-module) is an
abelian group M together with a “multiplication law” A×M →M ,
(a, v) 7→ av , such that the following conditions hold:

(1) a(bv) = (ab)v for all a, b ∈ A and v ∈M .
(2) 1v = v for every v ∈M .
(3) (a+ b)v = av + bv for all a, b ∈ A and v ∈M .
(4) a(u+ v) = au+ av for all a ∈ A and u, v ∈M .

Note that if A is a field, this notion coincides with that of the
vector space over A . Certainly, any extension B of a ring A can be
considered as an A-module, as well as any ideal of the ring A . One
can also define the notions of submodule, factor-module, etc., in the
usual way and we shall use them freely, as well as their elementary
properties, which are the same as for abelian groups or vector spaces.
In particular, an ideal of A is just a submodule of A considered as a
module over itself.

Definitions 1.4.5. Let M be a module over a ring A .

(1) A subset S ⊆M is called a generating set of the module M
if for every v ∈ M there are elements ai ∈ A and ui ∈ S
such that v =

∑
i aiui .

(2) A module is called finitely generated if it has a finite generat-
ing set.

(3) For every subset S ⊆ M denote by 〈S 〉 , or 〈S 〉A if it is
necessary to precise the ring, the submodule of M generated
by S . i.e., the set of all linear combinations

∑
i aiui , where

ai run through A and ui run through S .
(4) A module M is called noetherian if every submodule N ⊆M

is finitely generated, i.e., has a finite generating set.

In particular, the ring A is noetherian if and only if it is noetherian
when considered as a module over itself.

Proposition 1.4.6. (1) Every submodule and factor-module
of a noetherian module is noetherian.

(2) If a submodule N of a module M and the factor-module
M/N are both noetherian, then M is also noetherian.

(3) If the ring A is noetherian, then every finitely generated A-
module is noetherian too.

Proof. Let M be an A-module, N its submodule and L =
M/N .

1. It is evident that if M is noetherian, N is noetherian as well.
Consider any submodule L′ ⊆ L . It is of the form N ′/N for some
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submodule N ′ such that N ′ ⊇ N . As M is noetherian, N ′ has
a finite generating set {u1, u2, . . . , ur } . Then the set of the classes
{u1 +N, . . . , ur +N } is generating for L′ . Hence, L is noetherian.

2. Suppose that both N and L are noetherian. Let M ′ be
any submodule of M . Then M ′ ∩ N has a finite generating set
{u1, u2, . . . , ur } . The factor-module M ′/(M ′ ∩N) , isomorphic to the
submodule (M ′ + N)/N of M/N , also has a finite generating set
{w1, w2, . . . , wt } . Let wi = vi + (M ′ ∩ N) . We show that the set
{ v1, v2, . . . , vt, u1, u2, . . . , ur } is generating for M ′ .

Indeed, consider any element v ∈M ′ and its class w = v + (M ′ ∩
N) in M ′/(M ′ ∩ N) . Then w =

∑
i aiwi for some ai ∈ A . Put

v′ =
∑

i aivi . The class of the element v − v′ in the factor-module
M ′/(M ′∩N) is zero, i.e., v−v′ ∈M ′∩N . Therefore, v−v′ =

∑
j bjuj

for some bj ∈ A , whence v =
∑

i aivi +
∑

j bjuj .
3. Let now the ring A be noetherian. Consider any finite gen-

erating set S = {u1, u2, . . . , ur } of the module M . We prove that
M is noetherian using the induction by r . If r = 1 , the map-
ping ϕ : A → M such that ϕ(a) = au1 is an epimorphism, whence
M ' A/Kerϕ is noetherian. Suppose that the claim is valid for the
modules having r − 1 generators. Put N = 〈u1, u2, . . . , ur−1 〉 . Then
N is noetherian and {ur +N } is a generating set for M/N . Thus,
M/N is also noetherian and M is noetherian as well. �

Now we use these facts to establish some basic properties of integral
extensions. We also use the following notions.

Definitions 1.4.7. Let M be an A-module.

(1) For any subset S ⊆ M , call the annihilator of S in A the
set AnnA(S) = { a ∈ A | au = 0 for all u ∈ S } .

(2) For any subset T ⊆ A , call the annihilator of T in M the
set AnnM(T ) = {u ∈M | au = 0 for all a ∈ T } .

(3) The module M is called faithful if AnnA(M) = 0 .

Proposition 1.4.8. Let A ⊆ B be an extension of rings, b ∈ B .
The following conditions are equivalent:

(1) The element b ∈ B is integral over A .
(2) The subring A[ b ] is finitely generated as A-module.
(3) There is a finitely generated A-submodule M ⊆ B such that

bM ⊆M and 1 ∈M .
(4) There is a finitely generated A-submodule M ⊆ B such that

bM ⊆M and AnnB(M) = 0 .

Proof. 1⇒2 : If bm + a1b
m−1 + · · ·+ am = 0 , where ai ∈ A , then

{ 1, b, . . . , bm−1 } is a generating set of A[ b ] as of A-module.
2⇒3 : One can take A[ b ] for M .
3⇒4 is trivial.
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4⇒1 : Let {u1, u2, . . . , um } be a generating set of M . Then buj =∑
i aijui for some aij ∈ A ( j = 1, . . . ,m ). These equalities can be

written in the matrix form as (bI − A)u = 0 , where A = (aij) , I

is the m×m identity matrix and u is the column (u1, u2, . . . , um)> .

Multiplying the last equality by the adjoint matrix ˜(bI − A) , one gets
det(bI − A)u = 0 or det(bI − A)ui = 0 for all i . Then det(bI −
A)M = 0 , whence det(bI − A) = 0 . But det(bI − A) is of the form
bm + c1b

m−1 + · · ·+ cm with ci ∈ A . Hence, b is integral over A . �

Corollary 1.4.9. Let A ⊆ B be an extension of rings.

(1) The set of all elements from B which are integral over A is
a subring of B .
This subring is called the integral closure of A in B .

(2) If B is integral over A , C ⊇ B is an extension of B and
an element c ∈ C is integral over B , then c is integral over
A as well. In particular, if B is integral over A and C is
integral over B , then C is also integral over A .

Proof. 1. Let b, c ∈ B be both integral over A . Find finitely
generated A-submodules M,N ⊆ B such that bM ⊆ M , cN ⊆ N
and both M and N contain 1 . Consider the set MN = {

∑
i uivi |

ui ∈ M , vi ∈ N } . One can easily check that it is also a finitely
generated A-submodule and 1 ∈MN . Moreover, both bMN ⊆MN
and cMN ⊆ MN , whence both (b + c)MN ⊆ MN and (bc)MN ⊆
MN . Hence, b+ c and bc are integral over A .

2. Let cm + b1c
m−1 + · · · + bm = 0 , where bi ∈ B . Just as above,

one can find a finitely generated A-submodule M ⊆ B such that
biM ⊆ M for all i = 1, . . . ,m and 1 ∈ M . Put N =

∑m−1
i=0 ciM . It

is a finitely generated A-submodule in C containing 1 and cN ⊆ N .
Hence, c is integral over A . �

To prove Noether’s Normalization Lemma, we also need the follow-
ing simple fact about polynomial algebras.

Lemma 1.4.10. Let F ∈ K[x1, . . . , xn ] be a polynomial of posi-
tive degree. There is an automorphism ϕ of the polynomial algebra
K[x1, . . . , xn ] such that

(1.4.1) ϕ(F ) = λxd
n +

d−1∑
i=1

Gix
i
n ,

where Gi ∈ K[x1, . . . , xn−1 ] and λ 6= 0 is an element of K .

Proof. Let k be the maximal integer such that xk
i occurs in F

for some i , t = k + 1 . Consider the automorphism ϕ defined as
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follows:

ϕ(xi) = xi + xti

n for i < n ;

ϕ(xn) = xn .

Then, for any m = (m1,m2, . . . ,mn) , ϕ(xm) = x
ν(m)
n + H , where

ν(m) = mn +m1t +m2t
2 + · · · +mn−1t

n−1 and H only contains xn

in the degrees less than ν(m) . If this monomial occurs in F , then
all mi < t . Therefore, the values ν(m) are different for different
monomials occurring in F , thus, ϕ(F ) is of the form (1.4.1), where d
is the maximal value of ν(m) . �

Proof of Noether’s Normalization Lemma. Let B = K[b ]
be a finitely generated K-algebra, where b = (b1, b2, . . . , bn) . There
are epimorphisms f : K[x ] → B (for instance one mapping xi to
bi ). Consider one of them. Then B ' K[x ]/I , where I = Ker f .
If I = 0 , B ' K[x ] . Suppose that I contains a polynomial F of
positive degree. By Lemma 1.4.10, there is an automorphism ϕ of
K[x ] such that ϕ(F ) is of the form (1.4.1). Replacing f by f ◦ ϕ ,
we may suppose that F itself is of this form. As the images f(xi)
generate the K-algebra B , we may also suppose that f(xi) = bi .
Hence, λbdn + g1b

d−1
n + · · · + gd = 0 , where gi = Gi (b1, b2, . . . , bn−1) .

As λ is invertible, the element bn is integral over the subring B′ =
K[ b1, . . . , bn−1 ] . Now a simple induction (using Lemma 1.4.9(2) ) ac-
complishes the proof. �

Exercises 1.4.11. (1) Find an example of a finitely generated
module containing a submodule which is not finitely generated.

Hint : Consider the polynomial ring in infinitely many vari-
ables.

(2) Suppose that the ring extension B ⊇ A is of finite type, i.e.
B = A[ b1, . . . , bn ] for some bi ∈ B . Prove that if every bi
is integral over A , then B is finitely generated as A-module
and, hence, is integral over A .

(3) Prove that if the field K is infinite, the automorphism ϕ in
Lemma 1.4.10 can be chosen linear , i.e., such that ϕ(xj) =∑

i αijxi , where A = (αij) is an invertible n× n matrix over
K .

Hint : Find an n-tuple a ∈ An
K such that Fd(a) 6= 0 ,

where Fd is the sum of all terms of degree d from F , and an
invertible matrix A such that a is its last column.

1.5. Geometry and algebra

Again we suppose K to be an algebraically closed field. First we
establish some consequences of Hilbert Nullstellensatz.
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Proposition 1.5.1. A K-algebra A is isomorphic to a coordinate
algebra of an affine algebraic variety if and only if it is finitely generated
and reduced, i.e., has no non-zero nilpotent elements.
In what follows, finitely generated reduced K-algebras are called affine
algebras (over K ).

Proof. The “only if” claim is obvious from the definition. Sup-
pose now A = K[ a1, . . . , an ] to be an affine algebra. Consider the
homomorphism ϕ : K[x ] → A mapping F to F (a1, a2, . . . , an) . It
is an epimorphism, hence, A ' K[x ]/I , where I = Kerϕ . Moreover,√
I = I . Indeed, if F ∈

√
I , then ϕ(F k) = (ϕ(F ))k = 0 for some k ,

whence ϕ(F ) = 0 as A is reduced, so F ∈ I . By Hilbert Nullstellen-
satz, then I = I(X) , where X = V (I) , and A ' K[X ] . �

Let X ⊆ An be an affine variety, A = K[x ]/I(X) be its co-
ordinate algebra. We show that both the variety X and its Zariski
topology are completely defined by the algebra A . For every subset
Y ⊆ X , put I(Y ) = { a ∈ A | a(y) = 0 for all y ∈ Y } . Obviously,
I(Y ) is a radical ideal in A . If Y = {x } consists of a single point,
we write mx instead of I({x }) . Conversely, for every subset S ⊆ A ,
put V (S) = {x ∈ X | a(x) = 0 for all a ∈ S } . It is a closed set in the
Zariski topology, i.e., is also an affine variety, namely, V (S) = V (I∪S̃) ,
where S̃ consists of (some) preimages in K[x ] of the functions a ∈ S .
Certainly, if X = An , we get the “old” definitions of Section 1.1.
Moreover, we can generalize Hilbert Nullstellensatz to this situation as
follows.

Corollary 1.5.2. (1) V (I(Z)) = Z for every Zariski closed
subset Z ⊆ X .

(2) I(V (I)) =
√
I for every ideal I ⊆ A ; thus, if I is a radical

ideal, then I(V (I)) = I .
In particular, V (I) = ∅ if and only if I = A .

Proof. Exercise. �

Thus, we get a 1-1 correspondence between Zariski closed subsets
of X and radical ideals in A . Moreover, it immediately follows from
the definition that K[Z ] = K[X ]/I(Z) for every closed Z ⊆ X .

Proposition 1.5.3. (1) For every point x ∈ X , the ideal mx

is maximal.
(2) Conversely, for every maximal ideal m ⊂ A there is a unique

point x ∈ X such that m = mx .

Proof. 1 . Consider the evaluation homomorphism vx : A → K
( vx(a) = a(x) ). Obviously, it is an epimorphism and mx = Ker vx .
Hence, A/mx ' K is a field and mx is a maximal ideal.



1.5. GEOMETRY AND ALGEBRA 15

2 . As m 6= A , there is a point x ∈ X such that a(x) = 0 for all
a ∈ m . Hence, m ⊆ mx and m = mx as it is a maximal ideal. The
uniqueness of x is evident. �

Thus, we can (and often will) identify an affine variety X with the
set MaxA of maximal ideals of its coordinate algebra A . The latter
is called the maximal spectrum of the ring A . Moreover, the Zariski
topology on X can be obtained in a “purely algebraic” way as follows:

Proposition 1.5.4. Let Z ⊆ X be a Zariski closed subset, I =
I(Z) . Then x ∈ Z if and only if mx ⊇ I .

In other words, Zariski closed subsets of X correspond to the sub-
sets of MaxA of the form {m |m ⊇ I } , where I runs through radical
ideals of A .

Proof is evident. �

Definitions 1.5.5. Let X be a topological space.

(1) X is called noetherian if every decreasing chain of its closed
subsets Z1 ⊇ Z2 ⊇ Z3 ⊇ . . . stabilizes, i.e., there is an integer
r such that Zs = Zr for all s > r .

(2) X is called irreducible if it is non-empty and Y ∪Z 6= X for
any proper closed subsets Y, Z ⊂ X .
Equivalently, X is irreducible if and only if any non-empty
open subset U ⊆ X is dense in X , i.e., U ∩ U ′ 6= ∅ for any
other non-empty open U ′ ⊆ X .

Proposition 1.5.6. (1) Any affine algebraic variety is a noe-
therian topological space.

(2) An affine algebraic variety is irreducible if and only if its co-
ordinate algebra is integral, i.e., is non-zero and contains no
non-zero zero divisors.

Proof. 1 follows from Proposition 1.3.6, as any decreasing chain
of closed subsets Z1 ⊇ Z2 ⊇ Z3 ⊇ . . . defines the increasing chain of
ideals in the coordinate ring: I1 ⊆ I2 ⊆ I3 ⊆ . . . , where Ii = I(Zi) .
The latter stabilizes: there is some r such that Is = Ir for s > r .
Then Zs = V (Is) = V (Ir) = Zr .

2 . Let X be a non-empty affine variety, A its coordinate algebra.
Suppose that A is integral and Y, Z ⊂ X are proper closed subsets.
Put I = I(Y ) , J = I(Z) . Then I 6= 0 and J 6= 0 . Let a ∈ I
and b ∈ J be non-zero. Then ab 6= 0 and ab ∈ I(Y ∪ Z) . Hence,
I(Y ∪ Z) 6= 0 and Y ∪ Z 6= X , i.e., X is irreducible.

Suppose now that X is irreducible and a, b ∈ A are non-zero
elements. Then Y = V (a) and Z = V (b) are proper closed subsets,
thus, V (ab) = Y ∪ Z 6= X . Hence, ab 6= 0 and A is integral. �
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Corollary 1.5.7. A closed subset Z ⊆ X is irreducible if and
only if the corresponding ideal I(Z) ⊆ K[X ] is prime, i.e., is a
proper ideal such that if a and b do not belong to it, its product also
does not belong to it.

Certainly, every subset of a noetherian space is noetherian in the
induced topology. For noetherian spaces we can often use the so called
“noetherian induction”: to prove some proposition, check first that it
holds for the empty set and then prove that it holds for X whenever it
holds for every proper closed subset Y ⊂ X . Then our proposition is
valid for any noetherian space. As an example, we prove the following
result.

Theorem 1.5.8. Let X be a noetherian topological space. Then
there are irreducible closed subsets X1, X2, . . . , Xs ⊆ X such that X =⋃s

i=1Xi and Xi 6⊆ Xj for i 6= j . Moreover, these Xi are unique: if
X =

⋃r
i=1 Yi , where Yi are irreducible closed subsets and Yi 6⊆ Yj for

i 6= j , then r = s and there is a substitution σ such that Xi = Yσ(i)

for all i .
The closed subsets Xi are called the irreducible components (or

simply components) of X and the equality X =
⋃s

i=1Xi is called the
irreducible decomposition of X .

Proof. First prove the existence of such a decomposition. If X =
∅ , the claim is obvious. Suppose that it is valid for any proper closed
subset of X . If X is irreducible itself, we put s = 1 , X1 = X .
Let X = Y ∪ Z for two proper closed subsets Y and Z . Then, by
the supposition, Y =

⋃k
i=1Xi and Z =

⋃s
i=k+1Xi , where all Xi are

irreducible closed subsets. Hence, X =
⋃s

i=1Xi . If Xi ⊆ Xj for
some i 6= j , we can cross out Xi from this decomposition. After a
finite number of such crossings, we get a decomposition of the necessary
kind.

Now we prove the uniqueness. Let X =
⋃s

i=1Xi =
⋃r

i=1 Yi be
two irreducible decompositions. Then, for each i , Xi =

⋃r
j=1(Xi ∩

Yj) . As Xi is irreducible, Xi ⊆ Yj for some j . Just in the same
way, Yj ⊆ Xk for some k , whence Xi ⊆ Xk . Therefore, i = k , so
Xi = Yj . Obviously, such a number j is unique; moreover, different
i give different j . Hence, s = r and the mapping i 7→ j defines a
substitution σ such that Xi = Yσ(i) for all i . �

Using the 1-1 correspondence between radical ideals in an affine
algebra and closed subsets of the corresponding variety, we can refor-
mulate Theorem 1.5.8 in the following way.

Corollary 1.5.9. For any radical ideal I of an affine algebra,
there are prime ideals P1, P2, . . . , Ps such that I =

⋂s
i=1 Pi and Pi 6⊇

Pj for i 6= j . Moreover, these Pi are unique: if I =
⋂r

i=1Qi , where
Qi are prime ideals and Qi 6⊇ Qj for i 6= j , then r = s and there is
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a substitution σ such that Pi = Qσ(i) for all i .

The prime ideals Pi are called the prime components of the radical
ideal I and the equality I =

⋂s
i=1 Pi is called the prime decomposition

of I .

Exercise 1.5.10. Prove that Corollary 1.5.9 is valid for radical
ideals of an arbitrary noetherian ring.

Remark. There is a more refined version of Corollary 1.5.9 con-
cerning all ideals of a noetherian ring (in particular, of an affine alge-
bra), where prime ideals are replaced by the so called primary ones,
but we do not need this refinement.

Exercises 1.5.11. (1) Prove that, for every radical ideal I of
an affine algebra A , I =

⋂
m∈MaxA, m⊇I m .

(2) Find an example showing that the preceding assertion can be
wrong for arbitrary noetherian rings.

Hint : You may consider the ring of formal power series in
one variable.

(3) Let γ : A→ B be a homomorphism of affine algebras and m
be a maximal ideal of B . Prove that γ−1(m) is a maximal
ideal of A .

(4) Find an example showing that the preceding assertion can be
wrong for arbitrary noetherian rings.

(5) Prove that any noetherian topological space is quasi-compact.
(It means that every open covering of such a space contains a
finite subcovering.)

(6) Prove that irreducible components of a hypersurface V (F )
are just the hypersurfaces V (Fi) , where Fi run through the
prime divisors of F .

(7) Find the irreducible components of the following affine vari-
eties in A3

C :
(a) X = V (x2 + yz, x2 + y2 + z2 − 1) ;
(b) X = V (x2 − yz, x3 − z2) .

(8) Let f : Y → X be a morphism of affine varieties.
(a) Show that f ∗ is surjective if and only if f is a closed

embedding , i.e., induces an isomorphism of Y onto a
closed subvariety of X .

(b) Show that f ∗ is injective if and only if f is dominant ,
i.e., its image is dense in X .

1.6. Structure sheaf. Rings of fractions

Remind the notion of a sheaf on a topological space.

Definition 1.6.1. A sheaf F on a topological space X consists
of sets F(U) , given for every open subset U ⊆ X , and of mappings
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FU
V : F(U)→ F(V ) , given for every pair V ⊆ U of open subsets, such

that the following conditions hold:

(1) FU
U is the identity mapping for every U .

(2) FU
W = FV

W ◦ FU
V for every triple W ⊆ V ⊆ U of open sets.

(3) Given any open covering U =
⋃

i Ui of an open set U and

any elements fi ∈ F(Ui) such that FUi
Ui∩Uj

(fi) = FUj

Ui∩Uj
(fj)

for all i, j , there is a unique element f ∈ F(U) such that
fi = FU

Ui
(f) for all i .

The elements of F(U) are called the sections of the sheaf F over the
open set U . The mappings FU

V are called the restriction mappings .

If all F(U) are groups (rings, algebras, etc.) and all FU
V are ho-

momorphisms of groups (resp., rings, algebras, etc.), then F is called
a sheaf of groups (resp., rings, algebras, etc.).

For every affine algebraic variety X with the coordinate algebra A
we define its structure sheaf OX (or O if X is fixed) in the following
way. The set O(U) consists of all functions f : U → K satisfying the
following condition:

For every point x ∈ U , there is a neighbourhood V ⊆ U and
two functions a, b ∈ A such that, for all y ∈ V , b(y) 6= 0 and
f(y) = a(y)/b(y) .

The mapping OU
V maps every function f ∈ F(U) to its restriction

on V .

Exercise 1.6.2. Verify that OX is indeed a sheaf of K-algebras.

The functions from OX(U) are called the regular functions on U
and the structure sheaf OX is also called the sheaf of regular functions .

Usually, it is not so easy to calculate the algebra O(U) . Neverthe-
less, in some cases it can be done. First of all it is so for the “global
sections.”

Proposition 1.6.3. OX(X) = K[X ] .

Proof. Suppose that f ∈ O(X) . Then there is an open cover-
ing X =

⋃
i Ui and regular functions ai, bi such that bi(x) 6= 0 and

f(x) = ai(x)/bi(x) for all i and for all x ∈ Ui . As X is quasi-compact
and principal open sets form a base of the Zariski topology (cf. Exer-
cise 1.2.4(1) ), we can suppose that this covering is finite and each Ui

is a principle open set D(gi) = {x ∈ X | gi(x) 6= 0 } . As bi(y) 6= 0 for
every y ∈ D(gi) , i.e., bi(x) = 0 implies gi(x) = 0 , Hilbert Nullstel-
lensatz gives that gk

i = bici for some k and some regular function ci .
Therefore, f = aici/g

k
i on Ui = D(gi) = D(gk

i ) , so we may suppose
that already Ui = D(bi) . Then Ui ∩ Uj = D(bibj) . As ai/bi = aj/bj
on this intersection, we have that aibj = ajbi on D(bibj) or, the same
aibib

2
j = ajbjb

2
i everywhere. But f = ai/bi = aibi/b

2
i on Ui , hence,
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replacing ai by aibi and bi by b2i , we may suppose that aibj = ajbi
everywhere. Then bif = biaj/bj = ai on each Uj , i.e., everywhere.

Note now that X =
⋃

iD(bi) , thus, V ({ bi }) = ∅ . By Hilbert
Nullstellensatz, there are regular functions hi such that

∑
i hibi = 1 ,

whence f =
∑

i hibif =
∑

i hiai is a regular function on X . �

Almost the same can be done for principle open sets, but before
we need some algebraic preliminaries, namely, the notion of rings of
fractions .

Consider an arbitrary ring A . A subset S ⊆ A is called multiplica-
tive if 1 ∈ S and st ∈ S for every s, t ∈ S . Given a multiplicative
subset S ⊆ A , construct a new ring as follows:

(1) Consider the set of pairs A×S and the equivalence relation on
it: (a, s) ∼ (b, t) if and only if there is an element r ∈ S such
that atr = bsr . Denote by A[S−1] the set of the equivalence
classes of this relation and by a/s the class of the pair (a, s)
in A[S−1] .

(2) For two elements, a/s and b/t of A[S−1] , put a/s + b/t =
(at+ bs)/st and (a/s)(b/t) = ab/st .

Exercises 1.6.4. (1) Verify that ∼ is indeed an equivalence
relation on A× S .

(2) Verify that the definitions of sum and product do not depend
on the choice of the pairs (a, s) and (b, t) in their classes.

(3) Verify that A[S−1] with these definitions of sums and prod-
ucts becomes a ring.

The ring A[S−1] is called the ring of fractions of A with respect
to the multiplicative subset S .

If S consists of all non-zero-divisors of A , the ring of fractions
A[S−1] is called the full ring of fractions of A . Certainly, if A is
integral, the full ring of fractions is just the field of fractions of A .

Exercises 1.6.5. (1) Check that the mapping ρS : A→ A[S−1]
such that ρS(a) = a/1 is a homomorphism of rings and Ker ρS =
{ a ∈ A | as = 0 for some s ∈ S } . In particular, A[S−1] is a
zero ring if and only if 0 ∈ S ; ρS is an embedding if and only
if S does not contain any zero divisors. (In the last case, we
usually identify A with its image in A[S−1] and write a for
a/1 .)

(2) Let T be another multiplicative subset in A , T/1 = { t/1 | t ∈ T }
its image in A[S−1] . Prove that A[S−1][(T/1)−1] ' A[(ST )−1] ,
where ST = { st | s ∈ S, t ∈ T } .

(3) Prove that if S contains no zero divisors, A[S−1] is canoni-
cally isomorphic to a subring of the full ring of fractions. (We
will usually identify them.) In particular, if A is integral and
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0 /∈ S , the ring A[S−1] can be considered as a subring of the
field of fractions of A .

If g is an element of A , S =
{
gk | k ∈ N

}
, the ring of fractions

A[S−1] is also denoted by A[ g−1 ] and the mapping ρS is denoted by
ρg .

Exercise 1.6.6. Let X be an affine algebraic variety, A = K[X ] .
The aim of this exercise is to prove that, for each principle open sub-
set U = D(g) , OX(U) ' A[g−1] and, under their identification, the
restriction OX

U coincides with ρg . We follow the proof of Proposi-
tion 1.6.3.

(1) Verify that every element of A[g−1] can be considered as a
regular function on U and different elements of A[g−1] define
different functions. Hence, A[g−1] can be identified with a
subring of OX(U) . Check that, under this identification, ρg

coincides with OX
U .

(2) Verify that if U =
⋃

i Ui , is an open covering, there are prin-
ciple open sets D(gi) ⊆ Ui such that U is a finite union of
some of D(gi) .
Thus, if a function f : U → K is regular, there is a finite
set { g1, g2, . . . , gm } such that U =

⋃
i Ui , where Ui = D(gi) ,

and f(x) = ai(x)/bi(x) for every x ∈ Ui , where ai, bi ∈ A
and bi(x) 6= 0 for every x ∈ Ui .

(3) Let f be any regular function on U ; Ui = D(gi) , ai and
bi are defined as above. Check that, changing the elements
ai, bi, gi , one may suppose that bi = gi .

(4) Considering the restriction of f onto D(bibj) , check that one
may suppose that aibj = ajbi , whence bif = ai on U .

(5) Prove that gk =
∑

i hibi for some integer k and some hi ∈ A ,
whence f ∈ A[g−1] .



CHAPTER 2

Projective and Abstract Varieties

2.1. Projective varieties and homogeneous ideals

Remind that the n-dimensional projective space Pn
K over the filed

K 1 (or simply Pn if K is fixed) is, by definition, the set of equiva-
lence classes (An+1 \{ 0 })/ ∼ , where (a0, a1, . . . , an) ∼ (b0, b1, . . . , bn)
means that ai = λbi for all i and some non-zero λ ∈ K . The equiv-
alence class of (a0, a1, . . . , an) in Pn is denoted by (a0 : a1 : · · · : an) ;
the elements ai are called the homogeneous coordinates of the point
a = (a0 : a1 : · · · : an) ∈ Pn .

Again we are going to define a projective algebraic variety as the set
of common zeros of some polynomials. However, as the homogeneous
coordinates of a point are only defined up to a common multiple, we
cannot consider arbitrary polynomials and have to restrict ourselves
by homogeneous ones, i.e., such polynomials F that all monomials
occurring in F are of the same degree. Of course, if F is homogeneous
and F (a0, a1, . . . , an) = 0 , then also F (λa0, λa1, . . . , λan) = 0 , i.e.,
we may say that F (a) = 0 for a point a of the projective space.

Exercise 2.1.1. Let F be an arbitrary polynomial, Fd denote its
homogeneous component of degree d , i.e., the sum of all monomials of
degree d occurring in F . Suppose that F (λa0, λa1, . . . , λan) = 0 for
every non-zero λ ∈ K . Prove that Fd (a0, a1, . . . , an) = 0 for all d .

A subset X ⊆ Pn
K is called a projective algebraic variety if it coin-

cides with the set PV (S) of common zeros of a set S of homogeneous
polynomials. Again we often omit the word “algebraic” and simply say
“projective variety.” If F is a subfield of K , one denotes again by
X(F) the set of all points of the variety X whose coordinates belong
to F . If S consists of a single polynomial F , we call PV (F ) a (pro-
jective) hypersurface (plane curve if n = 1 , space surface if n = 2 ).

An ideal I ⊂ K[x0, x1, . . . , xn ] is called homogeneous if, for ev-
ery F ∈ I , all homogeneous components of F also belong to I . In
other words, I = ⊕dId , where Id denotes the set of all homogeneous
polynomials of degree d belonging to I (including 0 ).

1Just as before, we usually suppose this field being algebraically closed.

21
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Exercises 2.1.2. (1) Show that an ideal I ⊂ K[x ] is homo-
geneous if and only if it has a set of generators consisting of
homogeneous polynomials.

(2) Show that any divisor of a homogeneous polynomial is again
homogeneous. In particular, a homogeneous polynomial is ir-
reducible if and only if it has no proper homogeneous divisors.

(3) Prove that if an ideal I is homogeneous, its radical
√
I is

homogeneous too.

One can easily see, just as in the affine case, that any intersection
and any finite union of projective varieties in Pn is again a projec-
tive variety. Hence, we can define the Zariski topology on Pn taking
projective varieties for its closed sets. We always consider projective
space and all its subsets (in particular, projective varieties) with this
topology.

It is obvious that if I = 〈S 〉 , where S is a set of homogeneous
polynomials, then F (a) = 0 for every F ∈ I and a ∈ PV (S) . More-
over, PV (S) = PV (S ′) for every set of homogeneous generators of the
ideal I . That is why we also denote PV (S) by PV (I) . On the other
hand, for every subset X ⊆ Pn , we can define the homogeneous ideal
I(X) as

{F ∈ K[x ] |F (a) = 0 for all a ∈ X } .
(Note that this ideal is always homogeneous in view of Exercise 2.1.1.)
It is quite obvious that PV (I(X)) = X if and only if X is a projective
variety and that I(X) is always a radical ideal. Nevertheless, there
are some proper homogeneous ideals I such that PV (I) = ∅ . This is
the case, for instance, for the ideal I+ = 〈x0, x1, . . . , xn 〉 . (This ideal
consists of all polynomials with zero constant term. One can easily see
that any proper homogeneous ideal is contained in I+ .) The following
version of Hilbert Nullstellensatz shows that this is, in some sense, the
only exception.

Theorem 2.1.3 (Projective Hilbert Nullstellensatz). Let I ⊂ K[x ]
be a proper homogeneous ideal. Then

(1) PV (I) = ∅ if and only if
√
I = I+ , or, the same, Ik

+ ⊆ I for
some k .

(2) If PV (I) 6= ∅ , then I(PV (I)) =
√
I .

Proof. Consider the affine variety V (I) ⊆ An+1 . (It is called the
(affine) cone over the projective variety PV (I) .) It always contains
0 as all polynomials from I have zero constant term. If PV (I) = ∅ ,

then V (I) = { 0 } , whence I(V (I)) =
√
I = I+ . On the other hand,

if PV (I) 6= ∅ , then, obviously, I(PV (I)) = I(V (I)) =
√
I , in view of

Hilbert Nullstellensatz. �

Corollary 2.1.4. There is a 1-1 correspondence between projec-
tive varieties in Pn and radical homogeneous ideals in K[x0, x1, . . . , xn ] .
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One call a proper homogeneous ideal I ⊂ K[x ] essential if
√
I 6=

I+ ; thus, essential ideals define non-empty projective varieties.
Denote by An

i the subset of Pn consisting of all points a = (a0 :
a1 : · · · : an) such that ai 6= 0 . Such points can be uniquely presented
in the following way: a = (a0/ai : · · · : 1 : · · · : an/ai) , where 1 is
at the i-th place. Hence, we may identify An

i with the n-dimensional
affine space and we will always do it. Certainly, Pn =

⋃n
i=0 An

i and An
i

are open in the Zariski topology of Pn . One calls them the canonical
affine covering of Pn .

Proposition 2.1.5. The Zariski topology of An
i as an affine space

coincides with that induced from Pn . In other words, if X is a closed
subset of Pn , then X ∩An

i is closed in An
i , and every closed subset of

An
i is of the form X ∩ An

i for some closed subset of Pn .

Proof. Let Pi be the polynomial ring in the variables tj for
0 ≤ j ≤ n , j 6= i . We consider Pi as the coordinate algebra of
An

i in the obvious way. We also put ti = 1 . For every homoge-
neous polynomial F ∈ K[x0, x1, . . . , xn ] of degree d , put F (i) =
F (t0, t1, . . . , tn) ∈ Pi . On the other hand, for every polynomial G ∈ Pi

of degree d , put G∗ = xd
iG(x0/xi, . . . , xn/xi) (of course, xi/xi should

be omitted here). G∗ is always a homogeneous polynomial of degree
d from K[x ] . For every set S ⊆ K[x ] of homogeneous polyno-
mials, put S(i) =

{
F (i) |F ∈ S

}
and for every subset T ⊆ Pi put

T ∗ = {G∗ |G ∈ T } .
Consider a point a = (a0 : a1 : · · · : an) ∈ An

i . As ai 6= 0 , F (a) =
0 if and only if F (i)(a0/ai, . . . , an/ai) = 0 . Hence, for every set S of
homogeneous polynomials, PV (S) ∩ An

i = V (S(i)) is a closed subset
of An

i . On the other hand, if b = (b0, . . . , b̌i, . . . , bn) is a point of An
i ,

then G(b) = 0 if and only if G∗(b0, . . . , 1, . . . , bn) = 0 ( 1 on the i-th
place). Hence, for every subset T ⊆ Pi , V (T ) = PV (T ∗) ∩ An

i . �

Remark. As Pn =
⋃m

i=0 An
i is an open covering, a subset X ⊆ Pn

is closed (open) if and only if X ∩ An
i is closed (resp., open) in An

i

for each i = 0, . . . , n . Moreover, for any closed subset Y ⊆ An
i ,

Y = Y ∩ An
i , where Y is its closure in Pn , and Y is open in Y .

In particular, if X ⊆ Pn is a projective variety, then Xi = X ∩An
i

are affine varieties, which form an open covering of X . This covering
is also called the canonical affine covering of X .

Example 2.1.6. Consider the projective plane curve (“projective
conic”) Q = PV (x2

0 + x2
1 + 2x0x2) . We calculate its “affine parts”

Qi = Q ∩ A2
i (“affine conics”). For A2

0 , put x = x1/x0 , y = x2/x0 ;
then Q0 = V (x2 + 2y + 1) (“parabola”). For A2

1 , put x = x0/x1 ,
y = x2/x1 ; then Q1 = V (x2 + 2xy + 1) (“hyperbola”). At last, for
A2

2 , put x = x0/x2 , y = x1/x2 ; then Q2 = V (x2 + y2 +2y) (“ellipse,”
or even “circle”).
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Exercises 2.1.7. (1) Let X ⊆ Pn be a projective variety
such that Xi = X ∩ An

i 6= ∅ . Prove that X is irreducible
(in the Zariski topology) if and only if Xi is irreducible and
X = X i .

(2) Identifying A2 with A2
0 ⊂ P2 , find the projective closure C

of the nodal cubic C0 = V (y2 − x3 − x2) . Find two other
“affine parts,” C1, C2 , of C .

Exercises 2.1.8. For a homogeneous polynomial F from K[x ] =

K[x0, x1, . . . , xn ] , put F ↓i = F (t1, . . . ,
i

1, . . . , tn) , and for a polynomial
G of degree d from K[ t ] = K[ t1, . . . , tn ] , put G↑i = xd

iG(x0/xi, . . . ,
ˇxi/xi, . . . , xn/xi) . For a homogeneous ideal I ⊆ K[x ] , denote by Ĩ

the set of all homogeneous polynomials from I .

(1) For any homogeneous ideal I ⊂ K[x ] , show that I↓i =
{
F ↓i

∣∣
F ∈ Ĩ

}
is an ideal in K[ t ] , and for any ideal J ⊂ K[ t ] ,

show that
{
G↑i |G ∈ J

}
= J̃↑i for some homogeneous ideal

J↑i ⊂ K[x ] .
(2) Prove that if I ( J ) is a radical ideal, then I↓i (resp., J↑i )

is also radical. Is the converse also true? (Prove it or find a
counterexample.)

(3) Prove that I =
⋂n

i=0 I
↓i↑i for any essential radical homoge-

neous ideal I ⊂ K[x ] . Does this equality hold for arbitrary
essential homogeneous ideals? (Prove it or find a counterex-
ample.)

Hint : Prove that PV (I) ∩ An
i = V (I↓i) and V (J) =

PV (J↑i) .

Using the canonical affine covering X =
⋃n

i=0Xi of a projective
variety X , we define the structure sheaf OX (or O if X is fixed)
in the following way. For each open subset U ⊆ X , OX(U) is the
set of all functions f : U → K such that, for every i = 0, . . . , n , the
restriction of f onto U ∩Xi is a regular function on this intersection
(in the sense of Section 1.6), while the mapping OU

V maps a function
f to its restriction onto V .

Exercise 2.1.9. Check that OX is indeed a sheaf.

Of course, the structure sheaf of each affine part Xi of X is just
the restriction onto Xi of OX , i.e. OXi

(U) = OX(U) for every open
subset U ⊆ Xi . (Note that such U is also open in X ).

An important feature of projective varieties is that there are very
few “globally regular” functions on them.

Exercise 2.1.10. Show that OPn(Pn) = K , i.e., the only regular
functions on the projective space are constants.
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Hint : Consider the restriction of f ∈ OPn(Pn) onto An
i and prove

that it is of the form Fi (x0, x1, . . . , xn) /xd
i , where Fi is a homogeneous

polynomial of degree d . Compare these restrictions on An
i ∩ An

j .

Remark. Later (in Section 2.4) we shall see that the same is true
for any connected projective variety.

2.2. Abstract algebraic varieties

An open subset of a projective variety is called a quasi-projective
variety. Any projective, as well as any affine variety is a quasi-projective
one. Quasi-projective varieties form a natural class of objects in the
algebraic geometry and one could restrict oneself by studying them.
Nevertheless, it is convenient to consider a wider class of objects and to
define algebraic varieties as topological spaces with sheaves of algebras,
which are locally isomorphic to affine varieties.

First introduce some necessary definitions. We always consider the
field K with its Zariski topology. The proper closed sets in this topol-
ogy are just the finite ones.

Definitions 2.2.1. (1) For a topological space X denote by
FunX,K (or simply by Fun if X and K are fixed) the sheaf of
K-algebras on X such that Fun(U) is the set of all functions
U → K and FunU

V are just the usual restriction of functions.
(2) A space with functions (over the field K ) is a pair (X,OX) ,

where X is a topological space and OX is a subsheaf of alge-
bras of the sheaf FunX,K satisfying the following conditions:
(a) If f ∈ OX(U) , then the function f is continuous.
(b) If f ∈ OX(U) is such that f(p) 6= 0 for all p ∈ U , then

also 1/f ∈ OX(U) .
The functions from OX(U) are called regular functions on U .

(3) A morphism of spaces with functions ϕ : (Y,OY )→ (X,OX)
is a continuous mapping ϕ : Y → X such that, for every
open subset U ⊆ X and for every function f ∈ OX(U) , the
function f ◦ ϕ belongs to OY (ϕ−1(U)) .
In this situation we denote by ϕ∗(U) : OX(U)→ OY (ϕ−1(U))
the homomorphism mapping f to f ◦ ϕ .

Remark. As Zariski closed subsets of K , except K itself, are
finite, a function f : U → K is continuous if and only if the set
{ p ∈ U | f(p) 6= α } is open in X for each α ∈ K . Therefore, the
restriction of a function f ∈ OX(U) onto D(f) = { p ∈ U | f(p) 6= 0 }
is invertible in OX(D(f)) .

Obviously, if ϕ : (Y,OY ) → (X,OX) and ψ : (Z,OZ) → (Y,OY )
are morphisms of spaces with functions, their composition ϕ◦ψ is also
a morphism of spaces with functions (Z,OZ)→ (X,OX) . A morphism
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ϕ having an inverse morphism ϕ−1 is called an isomorphism of spaces
with functions.

In what follows, we often speak of a “space with functions X ,”
omitting OX when it is clear ariety, in view of Proposition ??.

Remind that a subset Y of a topological space X is said to be
locally closed if it is the intersection of an open and a closed subsets of
X , or, the same, if Y is open in its closure Y .

Corollary 2.2.2. Let (X,OX) be an algebraic variety, Y ⊆ X be
a locally closed subset. Then Y is also an algebraic variety (considered
as a space with functions via the restriction from X ).

In this situation Y is called subvariety of X . If Y is closed (open)
in X , it is called closed (resp., open) subvariety .

Proof. If X =
⋃

i Ui , where each of Ui is an affine variety, then
Y =

⋃
i(Y ∩Ui) . If Y is closed in X , then each Y ∩Ui is also an affine

variety as it is closed in Ui . Thus, we may suppose Y = X , so Y is
open in X . In this case Y ∩Ui is open in Ui , hence, is a finite union
of principle open subsets of Ui , which are also affine varieties. �

Definition 2.2.3. A morphism f : Y → X of algebraic varieties
is called an immersion if Im f is a subvariety of X and f induces an
isomorphism Y → Im f . If, moreover, Im f is closed (open) in X , f
is called a closed (resp., open) immersion.

Exercises 2.2.4. (1) Let X = An \ { p } for some point p .
Prove that if n > 1 , X is not isomorphic to any affine variety.

Hint : Show that any regular function on X is the restric-
tion of a unique regular function on An ; in particular, one can
define the “value” f(p) of this function at p . Then prove that
I = { f ∈ OX(X) | f(p) = 0 } is a proper ideal in OX(X) but
{ a ∈ X | f(a) = 0 for all f ∈ I } = ∅ .

(2) Prove the same for X = Pn \ { p } (n > 1 ).

Remark. These varieties are also not projective ones as
they are not closed in Pn (cf. Section 2.4).

Now we prove an important feature distinguishing affine varieties
among all spaces with functions. We denote by MorSpace(Y,X) the set
of morphisms of spaces with functions Y → X and by MorAlg(A,B),
the set of homomorphisms of K-algebras A→ B .

Theorem 2.2.5. A space with functions (X,OX) is an affine va-
riety if and only if OX(X) is an affine algebra and the mapping γ :
MorSpace(Y,X) → MorAlg(OX(X),OY (Y )) , ϕ 7→ ϕ∗(X) , is bijective
for every space with functions Y .

(As we shall see from the proof, it is enough to take for Y algebraic
and even affine varieties.)
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Proof. We denote A = OX(X) . First suppose that X ⊆ An

is an affine variety; then A = K[X] = K[x ]/I(X) is the coordinate
algebra of X (cf. Proposition 1.6.3). Put ξi = xi + I(X) , the coor-
dinate functions on X . Let Y be an arbitrary space with functions,
B = OY (Y ) and h : A → B be a homomorphism of algebras. Put
hi = h(ξi) and, for any point y ∈ Y , put ϕ(y) = (h1(y), . . . , hn(y)) ∈
An . If F ∈ I(X) , then F (ϕ(y)) = h(F (ξ1, . . . , ξn))(y) = 0 as h
is a homomorphism of algebras and F (ξ1, . . . , ξn) = F + I(X) = 0 .
Therefore, Imϕ ⊆ X , so ϕ can be considered as a mapping Y → X .
Moreover, ϕ∗(a) = h(a) for every function a ∈ A .

Consider an open subset U ⊆ X and a function f ∈ OX(U) . If
y0 ∈ OY (ϕ−1(U)) , then ϕ(y0) ∈ U , thus, by definition of OX , there
is an open V , ϕ(y0) ∈ V ⊆ U , and two functions a, b ∈ A such that
b(p) 6= 0 and f(p) = a(p)/b(p) for all p ∈ V . Then y0 ∈ ϕ−1(V ) ⊆
ϕ−1(U) , h(a), h(b) ∈ B and, for every y ∈ ϕ−1(V ) , h(b)(y) =
b(ϕ(y)) 6= 0 and f(ϕ(y)) = a(ϕ(y))/b(ϕ(y)) = h(a)(y)/h(b)(y) . By
the condition (b) of Definition 2.2.1(2), f ◦ ϕ ∈ OY (ϕ−1(U)) , hence,
ϕ is a morphism of spaces with functions such that ϕ∗(X) = h . This
construction gives us the inverse mapping to γ .

Now suppose that A = OX(X) is an affine algebra and γ is bi-
jective for every Y . Take for Y the affine variety such that A '
B = K[Y ] and let θ : Y → X be such that θ∗ is an isomorphism

A
∼→ OY (Y ) = B . Let h = (θ∗)−1 : B

∼→ A and ϕ : X → Y
be such that h = ϕ∗ . Then (θ ◦ ϕ)∗ = ϕ∗ ◦ θ∗ = idA = (idX)∗ ,
whence θ ◦ ϕ = idX , and in the same way, ϕ ◦ θ = idY , so θ is an
isomorphism. �

Exercises 2.2.6. (1) Let X = V (S) ⊆ An be an affine vari-
ety defined by a set of polynomials S ⊆ K[x1, . . . , xn ] . Show
that a morphism f : Y → X , where Y is a space with func-
tions, is the same as an n-tuple (f1, f2, . . . , fn) of regular func-
tions on Y such that F (f1, f2, . . . , fn) = 0 for every F ∈ S .

(2) Let X = PV (S) ⊆ Pn be a projective variety defined by a
set of homogeneous polynomials S ⊆ K[x0, x1, . . . , xn ] . Show
that to define a morphism f : Y → X , where Y is a space
with functions, one has to give an open covering Y =

⋃
i Ui

and, for each i , an (n + 1)-tuple (fi0, fi1, . . . , fin) of regular
functions on Ui satisfying the following conditions:
• F (fi0, fi1, . . . , fin) = 0 for every F ∈ S and every i ;
• for each point p ∈ Ui , there is an index k such that
fik(p) 6= 0 ;

• for each pair i, j , OUi
Ui∩Uj

(fikfjl) = OUj

Ui∩Uj
(fjkfil) for all

k, l .
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On the other hand, given such data (Ui, fik) , one defines a
unique morphism Y → X . When do two such data, (Ui, fik)
and (Vj, gjk) , define the same morphism?

(3) Show that if Y ⊆ Pm is a quasi-projective variety, the regular
functions fik in the previous exercise can be replaced by ho-
mogeneous polynomials Fik ∈ K[x0, x1, . . . , xm ] of the same
degree for any given i .

(4) Let X = P1 , Y = V (x2+y2−1) ⊂ A2 and f : Y → X is given
by the following data (check that they satisfy the conditions
of Exercise 2 above):

U1 = D(x− 1) , U2 = D(x+ 1) ;

f10 = x− 1, f11 = y, f20 = −y, f21 = x+ 1 .

Check that f cannot be defined by a “common” rule of the
sort: f(y) = (g1(y) : g2(y)) for all y ∈ Y with g1, g2 ∈ K[Y ] .
Try to find the geometric meaning of this mapping.

Remark. Let (X,OX) be a space with functions, U be an open
subset of X . It follows from the definition of the sheaf that a function
f : U → K belongs to OX(U) if and only if, for every point p ∈ U ,
there is an open V such that p ∈ V ⊆ U and OU

V (f) ∈ OX(V ) .
Therefore, one can define morphisms of spaces with functions “locally.”
The following lemma is an exact version of the latter claim. Its proof,
quite straitforward, is left to the reader.

Lemma 2.2.7. Let (X,OX) and (Y,OY ) be two spaces with func-
tions. Supposed given an open covering Y =

⋃
i Yi of Y and, for each

index i , a morphism ϕi : Yi → X such that, for each pair i, j , the
restrictions of ϕi and ϕj onto Yi∩Yj coincide. Then there is a unique
morphism ϕ : Y → X such that ϕi = ϕ|Yi

for each i .

One calls ϕ the gluing of the morphisms ϕi .

2.3. Products of varieties

Having the general notion of algebraic varieties, we are able to define
their direct products. We even do it for any spaces with functions over
K . First, we introduce the following notations.

Notations 2.3.1. (1) If f : X → K and g : Y → K are two
functions, denote by f ⊗ g the function X × Y → K such
that (f ⊗ g)(a, b) = f(a)g(b) for every a ∈ X , b ∈ Y .

(2) If A ⊆ Fun(X) and B ⊆ Fun(Y ) are two subspaces, denote
by A⊗B the set of all finite sums {

∑
i fi ⊗ gi | fi ∈ A, gi ∈ B } .

One immediately check that A⊗B is a subspace of Fun(X × Y ) ;
if both A and B are subalgebras, then A⊗B is also a subalgebra in
Fun(X × Y ) as (f ⊗ g)f ′ ⊗ g′) = ff ′ ⊗ gg′ .
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Remark. Indeed, the operation “⊗” is a special case of tensor
product of vector spaces, but we do not suppose the reader to know the
latter.

Definition 2.3.2. Let (X,OX) and (Y,OY ) be two spaces with
functions over the field K . Define their product (as of spaces with
functions) in the following way.

(1) For each open subsets U ⊆ X , V ⊆ Y and each function g ∈
OX(U) ⊗ OY (V ) , put D(U, V, g) = { p ∈ U × V | g(p) 6= 0 } .
Define the topology on X × Y taking all possible D(U, V, g)
for its base.

(2) Define OX×Y (W ) , where W is an open subset of X×Y in the
just defined topology, as the set of all functions f : W → K
with the following property:

For every point w ∈ W , there are a set D(U, V, g) and two
functions a, b ∈ OX(U)⊗OY (V ) such that w ∈ D(U, V, g) ⊆
W , b(p) 6= 0 and f(p) = a(p)/b(p) for all points p ∈ D(U, V, g) .

Remark. We always consider X × Y as a topological space with
the topology defined above and never with the product of topologies of
X and Y (where a base of open subsets is formed by U × V with U
open in X , V open in Y ). The latter one is obviously weaker (i.e.,
has less open subsets) and, for algebraic varieties in Zariski topology,
is usually strongly weaker.

One defines two canonical projections (or simply projections) of the
product X × Y onto the factors X and Y :

prX : X × Y → X , mapping (x, y) 7→ x ,

prY : X × Y → Y , mapping (x, y) 7→ y .

Exercise 2.3.3. Verify that prX and prY are indeed morphisms
of spaces with functions.

The main property of the so defined product is its following “cate-
gorical characterization.”

Theorem 2.3.4. (1) Let (X,OX) , (Y,OY ) be two spaces with
functions. Then, for each space with functions (Z,OZ) , the
mapping MorSpace(Z,X×Y )→ MorSpace(Z,X)×MorSpace(Z, Y ) ,
ϕ→ (prX ◦ϕ, prY ◦ϕ) is bijective.

(2) On the other hand, suppose given a space with functions (P,OP )
and two morphisms, θ1 : P → X and θ2 : P → Y , such that,
for any Z , the mapping MorSpace(Z, P ) → MorSpace(Z,X) ×
MorSpace(Z, Y ) , ϕ → (θ1 ◦ ϕ, θ2 ◦ ϕ) is bijective. Then P '
X × Y .

Proof. 1 . We construct the inverse mapping. Consider any two
morphisms, ϕ1 : Z → X and ϕ2 : Z → Y , and define the mapping
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ϕ : Z → X × Y as follows: ϕ(z) = (ϕ1(z), ϕ2(z)) . We check that it is
a morphism of spaces with functions; then (ϕ1, ϕ2) 7→ ϕ is the desired
inverse mapping.

Let U ⊆ X , V ⊆ Y be open subsets, W = ϕ−1(U×V ) = ϕ−1
1 (U)∩

ϕ−1
2 (V ) . Then, for every function g =

∑
i ai ⊗ bi ∈ OX(U)⊗OY (V ) ,

the function g ◦ ϕ =
∑

i(ai ◦ ϕ1)(bi ◦ ϕ2) belongs to OZ(W ) . In
particular, W ′ = ϕ−1(D(U, V, g)) = { z ∈ W | g(ϕ(z)) 6= 0 } is an open
set in Z , hence, ϕ is continuous. Moreover, if f is another function
from OX(U) ⊗ OY (V ) , then (f/g) ◦ ϕ = (f ◦ ϕ)/(g ◦ ϕ) belongs to
OZ(W ′) , hence, ϕ is indeed a morphism of spaces with functions.

2 . There is a mapping ϕ : P → X ×Y such that prX ◦ϕ = θ1 and
prY ◦ϕ = θ2 . On the other hand, there is a mapping ψ : X × Y → P
such that θ1 ◦ ψ = prX and θ2 ◦ ψ = prY . Then prX ◦ϕ ◦ ψ = prX

and prY ◦ϕ ◦ ψ = prY , whence ϕ ◦ ψ = idX×Y . Just in the same way,
ψ ◦ ϕ = idP , i.e., ϕ and ψ are isomorphisms. �

Consider some examples. First, for the affine spaces, we have the
following result concordant with the intuition.

Proposition 2.3.5. Am × An ' Am+n .

Proof. We apply Theorem 2.3.4(2) to the pair of morphisms θ1 :
Am+n → Am , (x1, x2, . . . , xm+n) 7→ (x1, x2, . . . , xm) , and θ2 : Am+n →
An , (x1, x2, . . . , xm+n) 7→ (xm+1, . . . , xm+n) . Let Z be any space with
functions, ϕ1 : Z → Am and ϕ2 : Z → An be any two morphisms.
Put A = OZ(Z) . In view of Proposition 1.2.2, they are uniquely
defined by homomorphisms of algebras ϕ∗1 : K[x1, . . . , xm ] → A and
ϕ∗2 : K[x1, . . . , xn ] → A . These homomorphisms are given by the
m-tuple (a1, a2, . . . , am) and the n-tuple (b1, b2, . . . , bn) of functions
from A , where ai = ϕ∗1(xi) , bj = ϕ∗2(xj) . Define the homomorphism
γ : K[x1, . . . , xm+n ] putting γ(xi) = ai for 1 ≤ i ≤ m and γ(xi) =
bi−m for m < i ≤ m + n . We know that γ = ϕ∗ for a uniquely
defined ϕ : Z → Am+n . Obviously, θ1 ◦ ϕ = ϕ1 and θ2 ◦ ϕ = ϕ2

and the mapping (ϕ1, ϕ2) 7→ ϕ is inverse to MorSpace(Z,Am+n) →
MorSpace(Z,Am)×MorSpace(Z,An) . �

Proposition 2.3.6. Let (X,OX) and (Y,OY ) be two spaces with
functions, X ′ ⊆ X and Y ′ ⊆ Y be their subsets considered as spaces
with functions with respect to the restrictions, respectively, from X and
Y . Then the structure of product of spaces with functions X ′ × Y ′

coincides with that of the restriction from the product X × Y .

Proof. Consider X ′ × Y ′ as the restriction from X × Y . In
view of Proposition ??, a morphism Z → X ′ × Y ′ is the same as a
morphism Z → X × Y with the image contained in X ′× Y ′ . In view
of Theorem 2.3.4, such a morphism is the same as a pair of morphisms
Z → X and Z → Y with the images contained, respectively, in X ′

and in Y ′ , i.e., a pair of morphisms Z → X ′ and Z → Y ′ . Hence,
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this restriction coincides with the product of X ′ and Y ′ as of spaces
with functions. �

Remark. As the topology of X ×Y as of spaces with functions is
stronger than the product of the topologies of X and Y , the product
of closed (open) subsets is closed (open) in the product of spaces with
functions X × Y .

Corollary 2.3.7. Let X, Y be affine varieties. Then X × Y is
also an affine variety.

Corollary 2.3.8. If X, Y are algebraic varieties, their product
(as of spaces with functions) is also an algebraic variety.

The situation seems to be more complicated for projective varieties.
At least, there is no natural 1-1 correspondence between Pm×Pn and
Pm+n . Later we shall see that these spaces are indeed non-isomorphic
(cf. Exercise 2.5.5(2)). Nevertheless, we shall prove that the product
of projective varieties is also projective. (Hence, the product of quasi-
projective varieties is also quasi-projective.) We start with the case of
projective spaces using an old observation of Segre.

Proposition 2.3.9 (Segre embedding). Put N = m + n + mn
and consider the points of PN as non-zero (m + 1) × (n + 1) ma-
trices (aij) (certainly, identifying the matrices (aij) and (λaij) for
non-zero λ ∈ K ). In particular, the homogeneous coordinates in PN

are denoted by xij ( 0 ≤ i ≤ m, 0 ≤ j ≤ n ). Define a mapping σ :
Pm×Pn → PN which maps a pair (a, b) , where a = (a0 : a1 : · · · : an) ,
b = (b0 : b1 : · · · : bm) , to the matrix a>b = (aibj) . Then σ is a closed
embedding, i.e., its image is closed in PN and ϕ induces an isomor-
phism Pm × Pn ∼→ Imϕ .

σ is called the Segre embedding .

Proof. Let S = {xijxkl − xilxkj | 0 ≤ i, k ≤ m; 0 ≤ j, l ≤ n } and
S = PV (S) ⊂ PN (the Segre variety ; if one has to specify m,n , one

writes S(m,n) ).2 We prove that σ is an isomorphism Pm × Pn ∼→
S . Indeed, the inclusion Imσ ⊆ S is evident. To check that σ is
a morphism and to construct the inverse morphism ϕ , consider the
restriction σkl of σ onto the open set Ukl = Am

k ×An
l (the product of

the affine spaces from the canonical affine coverings of Pm and Pn ).
It maps a pair (a, b) , where a = (a0 : · · · : 1 : · · · : am) ( 1 on the i-th
place), b = (b0 : · · · : 1 : · · · : bn) ( 1 on the j-th place) to the matrix
a>b = (aibj) , which has 1 on the (ij)-th place. Hence, this matrix
belongs to Skl = S ∩ AN

kl , where AN
kl =

{
a ∈ PN | akl 6= 0

}
(the affine

space from the canonical affine covering of PN ). As the coordinates

2Obviously, the equations for S mean that the matrices z ∈ S are just those
of rank 1.
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of σkl(a, b) are polynomials of the coordinates of a and b , σkl is a
morphism Am

k ×An
l → Skl . Therefore, σ is a morphism Pm×Pn → S .

On the other hand, if a matrix z = (zij) belongs to Skl , one may
suppose that zkl = 1 , whence zij = zilzkj . Therefore, one can define
the morphism ϕkl : Skl → Am

k × An
l inverse to σkl putting

ϕkl(z) = ((z0l : z1l : · · · : zml), (zk0 : zk1 : · · · : zkn)) .

Note that this definition is even valid if zkl 6= 1 , as far as we consider
all coordinates as homogeneous ones. Suppose that also z ∈ Srs for
another pair (rs) . Then

ϕrs(z) = ((z0s : z1s : · · · : zms), (zr0 : zr1 : · · · : zrn)) .

But the equalities zilzjs = ziszjl and zkizrj = zkjzri , which are valid
on S , show that, in this case, ϕrs(z) = ϕkl(z) . Hence, we can define
the morphism ϕ : S → Pm × Pn inverse to σ as the gluing of all ϕkl

(cf. Lemma 2.2.7). �

Corollary 2.3.10. If X and Y are projective (quasi-projective)
varieties, then X × Y is also a projective (resp., quasi-projective) va-
riety.

Exercises 2.3.11. (1) Show that the Segre variety S(1, 1) (iso-
morphic to P1 × P1 ) is a quadric space surface and outline
S(R) .

(2) What are the images under the Segre embedding P1×P1 → P3

of the “lines” a× P1 and P1 × b for fixed points a, b ∈ P1 ?
(3) Denote the homogeneous coordinates in Pm by (x0 : x1 : · · · : xm)

and in Pn by (y0 : y1 : · · · : yn) . Check that any closed sub-
set of Pm × Pn is just the set of common zeros of a set of
polynomials S ⊆ K[x0, x1, . . . , xm, y0, y1, . . . , yn] , where every
polynomial F ∈ S is homogeneous (separately) both in xi

and in yj .
(4) Denote the homogeneous coordinates in Pm by (x0 : x1 : · · · : xm)

and the coordinates in An by (y1, y2, . . . , yn) . Check that any
closed subset of Pm×An is just the set of common zeros of a
set of polynomials S ⊆ K[x0, x1, . . . , xm, y0, y1, . . . , yn] , where
every polynomial F ∈ S is homogeneous in xi .

(5) Prove that the image of the diagonal ∆ = { (p, p) | p ∈ Pn }
under the Segre embedding Pn×Pn → S(n, n) coincides with
the set { (zij) ∈ S(n, n) | zij = zji for all i 6= j } (symmetric ma-
trices of rank 1).

(6) Consider all monomials xk = xk0
0 x

k1
1 . . . xkn

n of degree d ; it is
known that there are

(
n+d

n

)
of them. Put N =

(
n+d

n

)
− 1 .

We denote the homogeneous coordinates in PN by wk , where
k runs through all (n + 1)-tuples (k0, k1, . . . , kn) ∈ Nn with∑

i ki = d .
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(a) Verify that the rule a 7→ (ak) defines a regular map-
ping ρd : Pn → PN . This mapping is called the ( d-fold)
Veronese embedding .

(b) Prove that Im ρd = V (S) , where S is the set of all
differences wkwm − wrws taken for all k,m, r, s with
ki +mi = ri + si for all i = 0, . . . , n .
The set V(n, d) = V (S) is called the (n-dimensional d-
fold) Veronese variety .

(c) Prove that ρd defines an isomorphism of Pn onto the
Veronese variety V(n, d) .

(d) Prove that X ⊂ Pn is a hypersurface of degree d if and
only if ρd(X) = V(n, d) ∩ H , where H is a hyperplane
(i.e., is defined by one linear equation).

(7) Let X ⊆ Pn be a projective variety, F ∈ K[x ] a homoge-
neous polynomial and D(F ) = { a ∈ X |F (a) 6= 0 } . Prove
that D(F ) is an affine variety.

Hint : First check it when F is linear, then use the Veronese
embedding.

(8) Check that V(1, 2) is a conic (i.e., a plane quadric). Prove
that every irreducible projective conic is isomorphic to P1 .

(9) Put C = K[x0, x1, x2 ]/I(C) , where C is an irreducible pro-
jective conic. Prove that C 6' K[x, y ] . (Thus, the “projective
analogue” of Corollary 1.2.3 does not hold.)

Hint : Prove that the maximal ideal 〈x0, x1, x2 〉 of C
cannot be generated by two elements.

2.4. Separated and complete varieties

We first use the notion of the product to distinguish an important
(maybe, the only important) class of algebraic varieties. In some sense,
it is the “algebraic analogue” of Hausdorff topological spaces.

Definition 2.4.1. A space with functions X (in particular, an al-
gebraic variety) is called separated if the diagonal ∆X = { (p, p) | p ∈ X }
is closed in X ×X .

Remark. One can easily check that, for “usual” topological spaces,
a space X is Hausdorff if and only if the diagonal is closed in X ×X
with respect to the product of topologies. So “separated” is indeed a
weakened analogue of “Hausdorff.”

In view of the definition of the topology on X × X , one can give
an “explicit version” of this definition as follows.

Proposition 2.4.2. A space with functions X is separated if and
only if, for every pair of different points p, q ∈ X , there are two open
subsets, U 3 p and V 3 q , and functions ai ∈ OX(U) , bi ∈ OX(V )
such that

∑
i ai(p)bi(q) 6= 0 but

∑
i ai(z)bi(z) = 0 for every z ∈ U∩V .
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Proof is evident. �

Exercise 2.4.3. Consider the space with functions X defined as
follows:

• As the set, X = A1 ∪ { 0′ } , where 0′ is a new symbol.
• A subset U ⊆ X is open in X if and only if U \{ 0′ } is open

in A1 .
• For every function f : U → K , where U ⊆ A1 , define f̃ as its

prolongation to the set Ũ = U ∪{ 0′ } such that f̃(0′) = f(0) .
• For every open subset U ⊆ A1 , put OX(U) = OA1(U) and

OX(Ũ) =
{
f̃ | f ∈ OA1(U)

}
.

Check that X is indeed a space with functions; moreover, it is an
algebraic variety, which is not separated.

This example (“the affine line with a doubled point”) is rather typ-
ical for non-separated varieties. We restrict our further considerations
by separated varieties only, though we always mention the separation
property explicitly. Fortunately, the non-separated varieties cannot
occur among “natural ones” as the following proposition show.

Proposition 2.4.4. Let (X,OX) be a separated space with func-
tions, Y ⊆ X . Then Y is also separated considered as a space with
functions under the restriction from X .

Proof is evident. �

Corollary 2.4.5. Any quasi-projective (in particular, any affine
or projective) variety is separated.

Proof follows from Proposition 2.4.4 and Exercise 2.3.11(5). �

We mention the following useful property of separated varieties.

Proposition 2.4.6. Let X be a separated algebraic varieties, Y, Z
⊆ X be its affine subvarieties. Then Y ∩ Z is also an affine variety.

Proof. As we knows, Y × Z is an affine variety. But Y ∩ Z '
(Y ×Z)∩∆X . This intersection is closed in Y ×Z , hence, is an affine
variety too. �

Now we are going to establish an important property of projective
varieties, distinguishing them among all quasi-projective ones, namely,
their completeness in the sense of the following definition.

Definition 2.4.7. A separated algebraic variety X is said to be
complete if, for any algebraic variety Y , the projection prY : X ×
Y → Y is a closed mapping, i.e., prY (Z) is closed for every closed
Z ⊆ X × Y .

Example 2.4.8. The projection pr : A1×A1 → A1 , pr(a, b) = b , is
not closed: the image of the hyperbola V (xy−1) is D(x) = A1 \{ 0 } ,
which is not closed. Hence, the affine line is not complete.
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On the other hand, the following result is rather obvious.

Proposition 2.4.9. For any spaces with functions, the projection
prY : X × Y → Y is open.

Proof. It is enough to prove that the image W = prY (D(U, V, g))
is open in Y for every open U ⊆ X, V ⊆ Y and any g =

∑
i ai ⊗ bi ,

where ai ∈ OX(U), bi ∈ OY (V ) . But this image is the union
⋃

p∈U Wp ,

where all Wp = { q ∈ Y |
∑

i ai(p)bi(q) 6= 0 } are open in Y . Hence,
W is also open. �

Here are some useful properties of complete varieties.

Proposition 2.4.10. (1) Any closed subvariety of a complete
variety is also complete.

(2) If the varieties X, Y are complete, so is X × Y .
(3) An algebraic variety X is complete if and only if the projection

prAm : X × Am → Am is closed for every m .
(4) If X is a complete and Y is a separated variety, then every

regular mapping f : X → Y is closed.
(5) If a quasi-projective variety X ⊆ Pn is complete, it is closed

in Pn (thus, projective).
(6) If a complete variety X is connected, then OX(X) = K , i.e.

the only regular functions on the whole X are constants.

Proof. 1 and 2 are obvious.
3. Let first Y be an affine variety, a closed subset of Am . Then any

closed subset Z ⊆ X × Y is also closed in X ×Am , hence, prY (Z) =
prAm(Z) is closed in Y . Now, for any variety Y , there is an open
covering Y =

⋃
i Yi , where Yi are affine varieties. If Z is a closed

subset in X × Y , then Z =
⋃

i Zi , where Zi = Z ∩ (X × Yi) , and
prY (Z)∩Yi = prY (Zi) . As we have just proved, each prY (Zi) is closed
in Yi , whence prY (Z) is closed in Y . So the mapping prY is closed.

4. In view of (1 ), it is enough to prove that the image of f is
closed in Y . Denote by Γ ⊆ X × Y the graph of f , i.e., Γ =
{ (p, f(p)) | p ∈ X } . Define a morphism g : X × Y → Y × Y putting
g(p, q) = (f(p), q) . Then Γ = g−1(∆Y ) , hence, it is closed in X × Y
(as Y is separated). Therefore, f(X) = prY (Γ) is closed.

5 is a partial case of 4 .
6. Let f : X → K be a regular function. Identifying K with

A1
0 ⊂ P1 , we may consider f as a morphism X → P1 . Hence, Im f is

closed. As it does not coincide with the whole P1 , it is finite: Im f =
{ a1, a2, . . . , am } . Then X =

⋃m
i=1 f

−1(ai) . As all f−1(ai) are closed
and X is connected, m = 1 , i.e., f is constant. �

Example 2.4.11. Consider the regular mapping f : A2 → A2 ,
f(a, b) = (a2b, ab2) . Find its image. Is it closed? open? locally closed?

We shall obtain more information on images of regular mappings
in Section 3.1 (Theorem 3.1.17).
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Theorem 2.4.12. Every projective algebraic variety is complete.

Proof. In view of Proposition 2.4.10, we only have to prove that
the projection pr = prAm : Pn × Am → Am is closed. We denote the
homogeneous coordinates in Pn by x = (x0 : x1 : · · · : xn) and the co-
ordinates in Am by y = (y1, y2, . . . , ym) . Let Z be a closed subset
of Pn × Am . It coincides with the set of common zeros of a set of
polynomials S = {F1, F2, . . . , Fr } ⊆ K[x0, x1, . . . , xn, y1, y2, . . . , ym ]
which are homogeneous in x0, x1, . . . , xn . A point q ∈ Am belongs
to pr(Z) if and only if there is a point p ∈ Pn such that (p, q) ∈ Z ,
i.e., Fi(p, q) = 0 for all i = 1, . . . , r . Hence, q /∈ pr(Z) if and only
if PV (Sq) = ∅ , where Sq = {F1(x, q), . . . , Fr(x, q) } . By Projective
Hilbert Nullstellensatz (Theorem 2.1.3), it means that Ik

+ ⊆ 〈Sq 〉 for
some k , i.e., every monomial of degree k can be presented in the form∑r

i=1HiFi(x, q) for some homogeneous polynomials Hi(x0, x1, . . . , xn) .
Denote by Pk the vector space of all homogeneous polynomials of de-
gree k from K[x ] . The last condition means that the set

{wiFi(x, q) | i = 1, . . . , r ;

wi runs through all monomials of degree k − degFi }

generates Pk , or, the same, that rkMk = dimPk , where Mk is
the matrix whose rows consist of the coefficients of all possible wiFi

(written in a prescribed order). Denote D = dimPk . As always
rkMk ≤ dimPk , the last condition means that at least one D×D mi-
nor of Mk is non-zero. The entries of the matrix M are polynomials
in q , hence, the set Uk = { q ∈ Am | rkMk = dimPk } is open in Am .
Therefore, the set U =

⋃∞
k=1 Uk is also open. But, as we have seen,

U = An \ pr(Z) , so pr(Z) is closed. �

There are examples of complete varieties X which are not projec-
tive (a fortiori, also not quasi-projective). It is also known (a theorem
of Nagata) that every algebraic variety is isomorphic to an open sub-
variety of a complete variety.

Exercises 2.4.13. (1) Prove that if X is a connected com-
plete and Y is an affine variety, then any mapping f : X → Y
is constant (i.e. Im f consists of a unique point).

(2) Let X ⊆ Pn be an infinite projective variety, H ⊆ Pn be a
hypersurface. Prove that X ∩H 6= ∅ .

Hint : Use the previous exercise as well as Exercise 2.3.11(7).
(3) Consider the set of homogeneous polynomials of degree d in n

variables. Identifying F and λF for λ 6= 0 , get a projective
space P (d, n) . Prove that the set R(d, n) of the classes of
reducible polynomials is closed in P (d, n) .

(4) Find a set of equations defining R(2, n) .
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2.5. Rational mappings

Now we introduce the so called “rational mappings” of algebraic
varieties. Indeed, they are not mappings of varieties themselves, but
of their open dense subsets.

Definition 2.5.1. (1) Let X,Y be algebraic varieties. De-

note by M̃or(X,Y ) the set of morphisms f : U → Y , where
U is an open subset of X . Call two such morphisms f :
U → Y and g : V → Y equivalent and write f ∼ g if

f |U∩V = g|U∩V . A class of equivalence of M̃or(X, Y ) is called
a rational mapping from X to Y . The set of all rational
mappings from X to Y is denoted by Rat(X, Y ) .

(2) A rational mapping X → K is called a rational function on
X . The set of all rational functions on X is denoted by
K(X) .

(3) One says that a rational mapping f ∈ Rat(X, Y ) is defined

at a point p ∈ X if there is a mapping f̃ ∈ M̃or(X, Y ) in

the class f such that f̃ : U → Y and p ∈ U . The set of all
points p ∈ X such that f is defined at p is called the domain
of definition of f and denoted by Dom(f) .

Certainly, Dom(f) is an open dense subset of X and f can be
considered as a morphism X → Y . The points from Dom(f) are also
called the regular points and those from the set Ind(f) = X \Dom(f)
the special points of the rational mapping f .

The following proposition give a description of rational functions
on an algebraic variety. Note first, that if U ⊆ X is any open dense
subset, then evidently, K(X) ' K(U) ; the isomorphism is defined by
the restriction of functions.

Proposition 2.5.2. (1) If X is an irreducible algebraic vari-
ety, U ⊆ X an open affine subvariety and A = K[U ] , then
K(X) is isomorphic to the field of fractions of the ring A .

(2) If X =
⋃s

i=1Xi is the irreducible decomposition of X , then
K(X) '

∏s
i=1 K(Xi) .

Proof. 1 . In this case any non-empty open subset is dense. So
we may suppose that X = U is an affine variety with the coordinate
algebra A . If a/b , is an element of the field of fractions Q of A , then
f defines a rational function D(b) → K . Hence, we get a homomor-
phism Q→ K(X) . As Q is a field, it is a monomorphism. Consider
any rational function f ∈ K(X) . The open set Dom(f) contains a
principal open subset D(g) for some g ∈ A . Moreover, as f is a
regular function on D(g) , it is of the form a/gk for some a ∈ A ,
k ∈ N (cf. Exercises 1.6.6). So f belongs to the image of Q , thus,
the inclusion Q→ K(X) is an isomorphism.
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2 . Put Ui = X \ (
⋃

j 6=iXj) . It is an open non-empty, hence, dense

subset in Xi , so K(Xi) = K(Ui) . V =
⋃

i Ui is an open dense subset
in X , so K(X) = K(V ) . But as Ui ∩ Uj = ∅ for i 6= j , it is evident
that K(V ) =

∏
i K(Ui) . �

If f : X → Y and g : Y → Z are two rational mappings, we
cannot define, in general, their product g ◦ f , as the whole image of
f can belong to the set of special points of g . The latter is impossible
if f is dominant , which means, by definition, that f(Dom(f)) is
dense in Y . Thus, we can always define compositions of dominant
rational mappings. In particular, a rational mapping f : X → Y
is called birational if it is dominant and there is a dominant rational
mapping g : Y → X such that f ◦ g = idY and g ◦ f = idX (as
rational mappings). If a birational mapping X → Y exists, one calls
the varieties X and Y birationally equivalent . In algebraic geometry
they often consider varieties up to birational equivalence further than
up to isomorphism. Indeed, to say that X and Y are birationally
equivalent is the same as to say that they contain isomorphic open
dense subsets (which can always be chosen even affine).

Proposition 2.5.3. Algebraic varieties X and Y are birationally
equivalent if and only if K(X) ' K(Y ) .

Proof. In view of Proposition 2.5.2, we can suppose X and Y
affine and irreducible. Put A = K[X ] and B = K[Y ] . They
are finitely generated K-algebras: A = K[ a1, . . . , an ] and B =
K[ b1, . . . , bm ] . If U ⊆ X and V ⊆ Y are open dense subsets and
U ' V , then K(X) ' K(U) ' K(V ) ' K(Y ) . On the contrary, let

ϕ : K(X)
∼→ K(Y ) be an isomorphism, a′i = ϕ(ai) and b′j = ϕ−1(bj) .

We consider K(X) (K(Y ) ) as the field of fractions of A (resp., of B )
and denote by d (resp., by c ) a common denominator of all a′i (resp.,
b′j ). Then a′i are regular functions on V = D(d) and bj are regular
functions on U = D(c) . They define regular mappings f : V → X and
g : U → Y correspondingly, such that f ∗(ai) = a′i and g∗(bj) = b′j .

Hence, g ◦ f = id on V ∩ g−1(U) and f ◦ g = id on U ∩ f−1(V ) , i.e.,
considered as rational mappings, they are birational. �

The following result is rather simple, but often useful.

Proposition 2.5.4. Any irreducible algebraic variety is birationally
equivalent either to an affine (to a projective) space or to an affine (to
a projective) hypersurface.

Proof. The field Q of rational functions on an irreducible variety
X is always a finitely generated extension of K . By Proposition A.4,
there are two possible cases:

1) Q ' K(x1, . . . , xn ) . Then X is birationally equivalent to An

(and to Pn ).
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2) Q = K(α1, . . . , αn ) , where α1, α2, . . . , αn−1 are algebraically
independent over K and αn is algebraic over R = K(α1, . . . , αn−1 ) .
Moreover, in this case there is a unique irreducible polynomial F such
that F (α1, α2, . . . , αn) = 0 (cf. Lemma A.2). Put Y = V (F ) ⊂
An . Then I(Y ) = I = 〈F 〉 and K[Y ] = K[ ξ1, ξ2, . . . , ξn ] for
ξi = xi + I . As F cannot divide any polynomial in x1, x2, . . . , xn−1 ,
ξ1, ξ2, . . . , ξn−1 are algebraically independent in K(Y ) . So K(Y ) ' Q ,
whence Y is birationally equivalent to X . �

Exercises 2.5.5. (1) One calls a variety X rational if it is bi-
rationally equivalent to an affine (or, the same, to a projective)
space. Prove that:
(a) The product of rational varieties is rational.
(b) Any irreducible conic is rational.
(c) The nodal cubic V (y2 − x3 − x2) as well as the cuspidal

cubic V (y2 − x3) are rational.
Hint : It can be useful to consider the projective closure
of the nodal cubic and another affine part of this closure.

(2) Prove that if X, Y P2 are plane projective curves, then X ∩
Y 6= ∅ . Deduce that P1 × P1 6' P2 .

(3) Prove that the quadratic Cremona transformation ϕ : P2 →
P2 , ϕ(x0 : x1 : x2) = (x1x2 : x0x2 : x0x1) is birational. Find
Dom(ϕ) and Domϕ−1 .

2.6. Grassmann varieties and vector bundles

The projective space Pn−1 can be considered as the set of all one-
dimensional linear subspaces of Kn . We are going now to implement
the structure of a projective variety into the set of all subspaces of
dimension d of Kn for arbitrary d . To do it, we use the so called
Grassmann coordinates of such subspaces (sometimes they are also
called the Plücker coordinates). Put N =

(
n
d

)
− 1 and fix some order

on the set of all d-tuples k1k2 . . . kd with 1 ≤ k1 < k2 < · · · < kd ≤ n
(there are just N + 1 of them).

Definition 2.6.1. Let V be a d-dimensional subspace of Kn with
a basis v1,v2, . . . ,vd , where vk = (ak1, . . . , akn) . The Grassmann
coordinates of V determined by this basis are defined as the vector
(pk1k2...kd

) , where

(2.6.1) pk1k2...kd
=

∣∣∣∣∣∣∣∣
a1k1 a1k2 . . . a1kd

a2k1 a2k2 . . . a2kd

. . . . . . . . . . . . . . . . . . . .
adk1 adk2 . . . adkd

∣∣∣∣∣∣∣∣ .
Proposition 2.6.2. If (pk1k2...kd

) and (p′k1k2...kd
) are Grassmann

coordinates of the same subspace V determined by two bases, there
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is a non-zero λ ∈ K such that p′k1k2...kd
= λpk1k2...kd

for all d-tuples
k1k2 . . . kd .

Proof. Indeed, if v1,v2, . . . ,vd and v′1,v
′
2, . . . ,v

′
d are the bases

determining these coordinates, there is an invertible d × d matrix A
such that A (v1,v2, . . . ,vd)

> = (v′1,v
′
2, . . . ,v

′
d)
> . Then, for every d-

tuple k1k2 . . . kd , p′k1k2...kd
= (detA)pk1k2...kd

. �

Hence, if we consider the point of the projective space correspond-
ing to the Grassmann coordinates of a subspace V , it does not depend
on the choice of a basis in V . So we obtain a mapping γ from the set
Gr(d, n) of all subspaces of dimension d to PN . We denote the homo-
geneous coordinates in PN by xk1k2...kd

( 1 ≤ k1 < k2 < · · · < kd ≤ n ).
The following theorem shows that this mapping is injective and its
image is a projective variety. Remark first that the formula (2.6.1)
define pk1k2...kd

for any d-tuple k1k2 . . . kd with 1 ≤ ki ≤ n , but
all of them can be calculated through Grassmann coordinates and
the “alternating rules”: pk1k2...kd

= 0 if ki = kj for some i 6= j
and pk1k2...kd

= −pk′1k′2...k′d
if the d-tuple k′1k

′
2 . . . k

′
d is obtained from

k1k2 . . . kd by transposing two elements.

Theorem 2.6.3. (1) If (pk1k2...kd
) are Grassmann coordinates

of a subspace V , then V coincides with the set of all vectors
v = (a1, a2, . . . , an) such that

(2.6.2)
d+1∑
i=1

(−1)i−1aki
pk1...ǩi...kd+1

= 0 for all (d+ 1)-tuples

k1k2 . . . kd+1 with 1 ≤ k1 < k2 < · · · < kd+1 ≤ n.

In particular, different subspaces have different Grassmann co-
ordinates.

(2) Im γ = PV (S) , where S is the set of all equations of the
following form:

(2.6.3)
d+1∑
i=1

(−1)i−1xk1k2...kd−1lixl1...ľi...ld+1
= 0 ,

for all possible 1 ≤ k1 < · · · < kd−1 ≤ n and 1 ≤ l1 < · · · <
ld+1 ≤ n .

Proof. 1 . Suppose that the Grassmann coordinates have been
determined via a basis (v1,v2, . . . ,vd) . Then v ∈ V if and only if the
rank of the matrix with the rows v1,v2, . . . ,vd,v equals d . It means
that all its (d + 1) × (d + 1)-minors equal 0 . But the last condition
coincides with the equations (2.6.2).
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2 . If p = (pk1k2...kd
) is given by the formula (2.6.1), then we have:

pk1k2...kd−1li =
∑d

j=1Ajajli , where

Aj = (−1)d+j

∣∣∣∣∣∣∣∣∣∣∣

a1k1 . . . a1kd−1

. . . . . . . . . . . . . . . . . . . . . .
a(j−1)k1 . . . a(j−1)kd−1

a(j+1)k1 . . . a(j+1)kd−1

. . . . . . . . . . . . . . . . . . . . . .
adk1 . . . adkd−1

∣∣∣∣∣∣∣∣∣∣∣
does not depend on i . Therefore,

d+1∑
i=1

(−1)i−1pk1k2...kd−1lipl1...ľi...ld+1
=

d∑
j=1

Aj

d+1∑
i=1

(−1)i−1ajlipl1...ľi...ld+1
.

But

d+1∑
i=1

(−1)i−1ajlipl1...ľi...ld+1
=

∣∣∣∣∣∣∣∣
ajl1 . . . ajld+1

a1l1 . . . a1ld+1

. . . . . . . . . . . . . . .
adl1 . . . adld+1

∣∣∣∣∣∣∣∣ = 0

as this determinant has two equal rows. Hence, p ∈ PV (S) .
Let now p ∈ PV (S) . Fix some d-tuple k1k2 . . . kd such that

pk1k2...kd
6= 0 . For the sake of simplicity, we suppose that k1k2 . . . kd =

12 . . . d and p12...d = 1 . Consider the subspace V with the basis v1,v2,
. . . ,vd such that the coordinates aki of vk are the following:

aki =


1 if i = k ≤ d ,

0 if i 6= k ≤ d ,

(−1)d−ip1...̌i...dk if k > d .

Denote by q = (qk1k2...kd
) the Grassmann coordinates of V . Evidently,

q12...d = 1 and q1...̌i...dk = p1...̌i...dk for each k . Prove that qk1k2...kd
=

pk1k2...kd
for any k1k2 . . . kd . Denote by m the number of indices from

k1k2 . . . kd which are greater than d and use the induction on m . The
cases m ≤ 1 have just been considered. Suppose that the claim is
valid for all d-tuples with the smaller value of m . Take, in the d-tuple
k1k2 . . . kd 6= 12 . . . d , some index kj > d . Then, in view of (2.6.3) for

k1 . . . ǩj . . . kd and 12 . . . dkj ,

qk1k2...kd
= (−1)d−jqk1...ǩj ...kdkj

q12...d =
∑
i6=j

(−1)i+jqk1...ǩj ...kdiq1...̌i...dkj
.

Evidently, all d-tuples occurring in the latter sum have smaller value
of m . Hence, the corresponding coordinates of q coincide with those
of p . Thus, also qk1k2...kd

= pk1k2...kd
, so p = q ∈ Im γ . �
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We always identify Gr(d, n) with its image in PN , hence, consider
it as a projective variety (called the Grassmann variety or Grassman-
nian). On the other hand, we identify every point of the Grassman-
nian with the corresponding subspace.

Proposition 2.6.4. For every d, n , the Grassmann variety Gr(d, n)
is irreducible.

Proof. Consider in the affine space of all d × n matrices the
open subset U of the matrices of rank d . It is irreducible as Adn

is irreducible. But the formulae (2.6.1) define a surjective morphism
U → Gr(d, n) . Hence, Gr(d, n) is also irreducible as the image of an
irreducible space under a continuous mapping. �

Exercises 2.6.5. (1) Let W be an m-dimensional subspace
in Kn . Prove that, for each r , {V ∈ Gr(d, n) | dim(V +W ) ≤ r }
is closed in Gr(d, n) . In particular, the following subsets are
closed:
(a) {V ∈ Gr(d, n) |V +W 6= Kn } ,
(b) {V ∈ Gr(d, n) |V ∩W 6= { 0 } } .
Note that, if d + m ≥ n , the set (a), and if d + m ≤ n ,
the set (b) does not coincide with the whole Gr(d, n) . As
Gr(d, n) is irreducible, it means that they are “very small”:
there complements are open and dense.

(2) Let d′ < d . Prove that the set { (V,W ) |W ⊂ V } is closed
in Gr(d, n)×Gr(d′, n) .

(3) A flag of type (d1, d2, . . . , dm) , where 0 < d1 < d2 < · · · <
dm < n is a tower of subspaces { 0 } ⊂ V1 ⊂ V2 ⊂ . . . ⊂
Vm ⊂ Kn such that dimVi = di for i = 1, . . . ,m . Show that
the set of all flags of a prescribed type can be considered as a
projective variety.

Grassmann varieties are closely related to vector bundles .

Definition 2.6.6. A vector bundle of rank d on an algebraic va-
riety X is a morphism ξ : B → X such that the following conditions
hold:

(1) There is an open covering X =
⋃

i Ui and isomorphisms ϕi :

Ui ×Kd ∼→ ξ−1(Ui) such that ξ ◦ ϕi = prX on Ui .
(2) For each pair i, j , there is a regular mapping θij : Ui ∩ Uj →

GL(d,K) such that, for every point (p, v) ∈ (Ui ∩ Uj) ×Kd ,
ϕ−1

i ◦ ϕj(p, v) = (p, θij(p)v) .

The data {Ui, ϕi, θij } are called a trivialization of the vector bundle ξ .
(Obviously, the mappings θij can be uniquely recovered by {Ui, ϕi } .)

The simplest example of a vector bundle is, of course, the projection
prX of the product X×Kd . In what follows, we speak of this product
as of vector bundle, not mentioning the projection explicitly. Given
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a vector bundle ξ , we consider every fibre ξ−1(p) as a d-dimensional
vector space using the isomorphism ξ−1(p) ' Kd induced by ϕi , where
p ∈ Ui . Note that the choice of another Uj 3 p gives an isomorphic
structure of vector space on ξ−1(p) . Certainly, if we subdivide the
open subsets Ui : Ui =

⋃
k Vik for some open Vik , then the restrictions

of ϕi and θij onto this subdivision also define a trivialization of ξ . In
particular, dealing with several vector bundles on X , we can always
consider their trivializations with a common open covering of X .

Definition 2.6.7. Given two vector bundles ξ : B → X and
ξ′ : B′ → X of ranks, respectively, d and d′ , with trivializations,
respectively, {Ui, ϕi } and {Ui, ϕ

′
i } , a morphism of vector bundles

from ξ to ξ′ is defined as a regular mapping f : B → B′ such that
ξ = ξ′ ◦ f and, for every i , there is a regular mapping gi : Ui →
Mat(d′ × d,K) such that, for every point (p, v) ∈ Ui ×Kd , ϕ′i

−1 ◦ f ◦
ϕi(p, v) = (p, gi(p)v) .

In particular, if B ⊆ B′ and the embedding B → B′ is a morphism
of vector bundles, one calls ξ a sub-bundle of ξ′ .

One can check that if this condition hold for some trivializations, it
holds also for any trivializations of ξ and xi′ . In particular, one has a
notion of isomorphism of vector bundles. A vector bundle isomorphic
to the product X × Kn is called trivial . The first condition from
the definition show that every vector bundle is “locally trivial”: its
restriction on each Ui from a trivialization is indeed trivial.

Example 2.6.8. Let G = Gr(d, n) . Consider the following subset
B = B(d, n) ⊆ G × Kn : B = { (p, v) | v ∈ Vp } , where Vp denote
the d-dimensional subspace of Kn corresponding to the point p ∈ G .
Theorem 2.6.3(1) shows that B is closed in G×Kn , so it is an algebraic
(even quasi-projective) variety. Denote by π = π(d,m) : B → G the
restriction on B of prG . Check that πB → G is a vector bundle of
rank d .

Namely, for every d-tuple k = k1k2 . . . kd ( 1 ≤ k1 < k2 < · · · <
kd ≤ n ), put Gk = D(xk) (the canonical affine covering of G ) and
Bk = π−1(Gk) . For every point p ∈ Gk , denote by {vp

1,v
p
2, . . . ,v

p
d }

the basis of Vp , such that the j-th coordinate of vp
i is pk1...j...kd

( j
is on the i-th place). (This basis coincide, up to the multiple pk ,
with that constructed in the proof of Theorem 2.6.3(2)). Then the

rule: γk(p, (λ1, λ2, . . . , λd)) = (p,
∑d

i=1 λiv
p
i ) define an isomorphism

γk : Gk × Kn ∼→ Bk such that π ◦ γ = prG . Moreover, one can
easily see that, if p ∈ Gk ∩ Gl and {up

1,u
p
2, . . . ,u

p
d } is the basis of

Vp constructed with respect to Gl , then up
j =

∑d
i=1 p

−1
k pl1...ki...ldv

p
i

( ki is on the j-th place). It gives the necessary regular mappings
(Gk ∩Gl)→ GL(d,K) .

Again we often speak of B(d, n) as of vector bundle on Gr(d, n)
without mentioning γ(d, n) explicitly.
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The vector bundle π : B(d, n) → G(d, n) is called the canonical
vector bundle on the Grassmannian G(d, n) . The following considera-
tions show its special role in the theory of vector bundles.

Proposition 2.6.9. Let ξ : B → X be a vector bundle of rank
d and f : Y → X be a regular mapping. Denote by f ∗ (B) the
subset { (y, b) | f(y) = ξ(b) } ⊆ Y × B and by f ∗(ξ) the restriction
onto f ∗(B) of the projection prY . Then f ∗(ξ) : f ∗(B)→ Y is also a
vector bundle of rank d .
The vector bundle f ∗(ξ) is called the inverse image of ξ under f .

Proof. Let {Ui, ϕi, θij } be a trivialization of ξ . Put Vi = f−1(Ui)
and, for every point y ∈ Vi , ψi(y, v) = (y, ϕi(f(y), v)) . This pair be-
longs to f ∗(B) as ξ ◦ ϕi(f(y), v) = prX(f(y), v) = f(y) . At last, put
τij = θij◦f : Vi∩Vj → GL(d,K) . Then one can check that {Vi, ψi, τij }
is a trivialization of f ∗(ξ) (we remain it to the reader). �

If B = X ×Kd is a trivial vector bundle, its inverse image under
f is canonically isomorphic to the trivial vector bundle Y ×Kd : one
should map a point (y, p, v) from f ∗(B) to (y, v) (note that p =
f(y) ). We always identify these vector bundles.

Note that B(d, n) has arisen as a sub-bundle of the trivial bundle
G ×Kn . It happens that the vector bundles B(d, n) are indeed the
“universal” examples of sub-bundles of trivial bundles.

Theorem 2.6.10. Suppose that ξ : B → X is a sub-bundle of
the trivial vector bundle X ×Kn . Then there is a unique morphism
f : X → Gr(d, n) such that B = (f × 1)−1(B(d, n)) , where B(d, n) is
considered as subset of Gr(d, n)×Kn .

Proof. For every point p ∈ X , ξ−1(p) is a d-dimensional sub-
space of Kn . Denote by f(p) the corresponding point of Gr(d, n) .
Then, obviously, B = (f×1)−1(B(d, n)) , so one only has to check that
the mapping f : X → Gr(d, n) is regular.

Consider a trivialization {Ui, ϕi, θij } of ξ . If { e1, e2, . . . , ed }
is a basis of Kd , then {ϕi(e1), . . . , ϕi(ed) } is a basis of ξ−1(p) for
every p ∈ Ui . Moreover, as ϕi is regular, the coordinates of the
vectors ϕi(ej) are regular functions on Ui . Hence, the Grassmann
coordinates of the subspace ξ−1(p) , i.e., the coordinates of the point
f(p) are regular functions on Ui . So f is indeed regular. �

A. Appendix: Degree of transcendence

Remind the main facts concerning algebraic dependence and degree
of transcendence. In what follows, Q ⊇ K is an extension of fields (we
do not suppose K being algebraically closed).

Definitions A.1. (1) A set S ⊆ Q is called algebraically in-
dependent (over K ) if F (α1, α2, . . . , αn) 6= 0 for any elements
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α1, α2, . . . , αn ∈ S and any non-zero polynomial F ∈ K[x ] .
Otherwise S is called algebraically dependent .

(2) The degree of transcendence of Q (over K ) is, by definition,
the maximal cardinality of algebraically independent subsets
S ⊆ Q (number of elements in S , if it is finite). It is denoted
by tr. deg(Q/K) or tr. deg Q if K is fixed.

(3) A subset S ⊆ Q is called a transcendence base of Q (over
K ) if it is algebraically independent and Q is an algebraic
extension of K(S) .

(4) Q is called pure transcendent over K if it is isomorph to the
field of rational functions K(x1, . . . , xn ) for some n .

Certainly, tr. deg(Q/K) = 0 if and only if Q is an algebraic ex-
tension of K .

Lemma A.2. Suppose that the set {α1, α2, . . . , αn } ⊆ Q is alge-
braically independent and the set {α1, α2, . . . , αn, β } is algebraically
dependent. Then:

(1) There is a unique (up to a scalar multiple) irreducible polyno-
mial F ∈ K[x1, . . . , xn+1 ] such that F (α1, α2, . . . , αn, β) = 0 .

(2) For every i = 0, 1, . . . , n , either β is algebraic over K(α1, . . . , α̌i,
. . . , αn) or the set {α1, . . . , α̌i, . . . , αn, β } is algebraically in-
dependent, while αi is algebraic over K(α1, . . . , α̌i, . . . , αn, β) .

Proof. 1 . The existence of F is evident. Let G be another
irreducible polynomial such that G(α1, α2, . . . , αn, β) = 0 . If G 6=
λF for any λ ∈ K , they are coprime in K[x1, . . . , xn+1 ] , hence,
also in K(x1, . . . , xn )[xn+1 ] . Therefore, there are two polynomials
A,B ∈ K(x1, . . . , xn )[xn+1 ] such that AF + BG = 1 . Multiplying
by the common denominator, we get an equality CF + DG = H ,
where C,D ∈ K[x1, . . . , xn+1 ] and H ∈ K[x1, . . . , xn ] . Hence,
H (α1, α2, . . . , αn) = 0 , which is impossible.

2 . Suppose that β is not algebraic over K(α1, . . . , α̌i, . . . , αn) .
Then the irreducible polynomial F such that F (α1, α2, . . . , αn, β) = 0
contains xi , whence αi is algebraic over K(α1, . . . , α̌i, . . . , αn, β) .
Suppose that the set {α1, . . . , α̌i, . . . , αn, β } is algebraically depen-
dent. Then G(α1, . . . , α̌i, . . . , αn, β) = 0 for some irreducible polyno-
mial G(x1, . . . , x̌i, . . . , xn+1) , which contradicts (1 ), as G 6= λF for
any λ ∈ K . �

Corollary A.3. (1) If S is a transcendence base of Q and
T is any algebraically independent subset, then #(T ) ≤ #(S) .

(2) For any transcendence base S , #(S) = tr. deg Q .
(3) In a tower of field extensions, K ⊆ Q ⊆ L , if S is a tran-

scendence base of L over Q and T is a transcendence base
of Q over K , then S ∪ T is a transcendence base of L over
K .
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(4) tr. deg(L/K) = tr. deg(L/Q) + tr. deg(Q/K) .

Proof. We only consider the case when both S and T are fi-
nite sets (we need not other ones). Let S = {α1, α2, . . . , αn } , T =
{ β1, β2, . . . , βm } .

1 . We prove (by induction on k ) that, up to a permutation of
the elements of S , the sets Sk = { β1, β2, . . . , βk, αk+1, . . . , αn } are
transcendence bases too. It is true for S0 = S . Suppose that it
is true for Sk . In particular, Sk is algebraically independent, while
Sk ∪ { βk+1 } is algebraically dependent. As βk+1 is not algebraic over
K( β1, . . . , βk ) , Proposition A.2 implies that, for some i ( k < i ≤ n ),
the set S ′ = (Sk ∪ { βk+1 }) \ {αi } is algebraically independent, while
αi is algebraic over K(S ′) . Hence, S ′ is a transcendence base of Q .
As we have allowed permutations, we may suppose that i = k+ 1 , i.e.
S ′ = Sk+1 .

Now the claim is obvious, as, if m > n , we get that βn+1 is alge-
braic over K( β1, . . . , βn ) , which is impossible.

2 obviously follows from 1 .
3 . L is algebraic over Q(S) and Q is algebraic over K(T ) .

Hence, Q(S) and, a fortiori, also L are algebraic over K(S ∪ T ) . On
the other hand, as T is algebraically independent over K , K(T ) '
K(x1, . . . , xm ) and, as S is algebraically independent over K(T ) ,
K(S ∪ T ) ' K(T )(x1, . . . , xn ) ' K(x1, . . . , xm+n ) , i.e., S ∪ T is
algebraically independent over K .

4 is an obvious consequence of 3 . �

We shall also use the following result.

Proposition A.4. Let Q be a finitely generated extension of an al-
gebraically closed field K , n = tr. deg(Q/K) and R = K(x1, . . . , xn ) .
Then either Q ' R or Q ' R(α) , where α is algebraic and separable
over R .

Proof. Let Q = K(α1, . . . , αm ) . We use the induction on m .
For m = 1 , the claim is obvious. Suppose that it holds for L =
K(α1, . . . , αm−1 ) . Put l = tr. deg(L/K) and S = K(x1, . . . , xl ) .
Then we can suppose that either L = S or L = S(β) with β algebraic
and separable over S . In the first case, Q = S(αm) , in the second one
Q = S(β, αm) . If αm is transcendent over S , the claim is obvious as
S(αm) ' R . So suppose that αm is algebraic over S (hence, l = n ).
Then there is an element γ ∈ Q such that Q = S(γ) : in the first case
γ = αm , in the second one its existence follows from the theorem on
primitive element in an algebraic extension (as β is separable).

Consider the irreducible polynomial F ∈ K[x1, . . . , xn+1 ] such
that F (x1, x2, . . . , xn, γ) = 0 . If ∂F/∂xn+1 6= 0 , γ is separable
over S = R . If ∂F/∂xi 6= 0 for some i ≤ n , we can replace xi

by γ and vice versa. Suppose that ∂F/∂xi = 0 for all i . It is im-
possible if charK = 0 . If charK = p > 0 , it means that indeed
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F = G(xp
1, x

p
2, . . . , x

p
n+1) for some polynomial G . But then F = Hp ,

where H is obtained from G by replacing each coefficient by the p-th
root of it. It is again impossible as F is irreducible. �

Remark. Indeed, we have only used the fact that K is perfect ,
i.e., either charK = 0 or charK = p > 0 and the equation xp = a
has a solution for every a ∈ K .



CHAPTER 3

Dimension Theory

3.1. Finite morphisms

The source point of the dimension theory of algebraic varieties is
Noether’s Normalization Lemma (Theorem 1.4.3). As we are going
to use it for abstract varieties, we first introduce the corresponding
definitions.

Definitions 3.1.1. (1) An extension of rings A ⊇ B is called
finite if A is finitely generated as B-module.
(Equivalently, in view of Exercise 1.4.11(2), A = B[ b1, b2, . . . , bm ] ,
where all bi are integral over A ).

(2) A morphism f : Y → X of algebraic varieties is said to be
finite if every point p ∈ X has an affine neighbourhood U
such that f−1(U) is also affine and OY (f−1(U)) is a finite
extension of Im f ∗(U) .

Remark. (1) If A ⊇ B is a finite extension and the ring
B is noetherian, the ring A is a noetherian B-module by
Proposition 1.4.6, hence, it is also a noetherian ring.

(2) As every affine algebra is finitely generated, in the definition of
a finite morphism one can replace the words “finite extension”
by “integral extension.”

The following result shows that in the definition of finite morphisms
one can choose any affine covering.

Theorem 3.1.2. Let f : Y → X be a morphism of separated
algebraic varieties. Suppose that there is an open affine covering of
X : X =

⋃
iXi such that all preimages Yi = f−1(Xi) are also affine.

Then, for every affine subvariety X ′ ⊆ X , the preimage f−1(X ′) is
also affine.

Corollary 3.1.3. If f : Y → X is a finite morphism and X is
affine, Y is affine as well.

The proof of Theorem 3.1.2 is proposed to the reader as a series of
exercises. We start with the following simple observation.

Exercise 3.1.4. If f : Y → X is a morphism of separated va-
rieties, Y is affine and X ′ ⊆ X is an affine subvariety, then Y ′ =
f−1(X ′) is also affine.

48
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Hint : Y ′ is isomorphic to the preimage of ∆X under the mapping
Y ×X ′ → X ×X : (p, q)→ (f(p), q) .

Now, in the situation of Theorem 3.1.2, all the intersections X ′
i =

X ′∩Xi are affine (as X is separated). Hence, their preimages f−1(X ′
i)

are also affine (apply Exercise 3.1.4 to Yi → Xi ). Hence, we only have
to consider the case when X = X ′ is affine and to prove that Y is also
affine. Moreover, diminishing Xi , we can suppose them principal open
subsets: Xi = D(gi) . As X is quasi-compact, one may also suppose

that there is only finitely many of these subsets: X =
⋃k

i=1D(gi) . In
what follows, we keep these restrictions and denote:

A = OY (Y );

D(g) = { p ∈ Y | g(p) 6= 0 } , where g ∈ A ;

di = f ∗(X)(gi) ∈ A .

Exercise 3.1.5. Check that Yi = D(di) and 〈 d1, d2, . . . , dk 〉 =
〈 1 〉 in A .

Hence, we have to prove the following:

Theorem 3.1.6. Let Y be a separated variety, { d1, d2, . . . , dk } be
a set of elements of the ring A = OY (Y ) generating the unit ideal.
Suppose that all open sets Yi = D(di) are affine varieties. Then Y is
also affine.

In what follows, we keep the notations and assumptions of Theo-
rem 3.1.6 and denote Ai = OY (Yi)

Exercise 3.1.7. Prove that, for any g ∈ A , OY (D(g)) ' A[ g−1 ]
and the restriction OY

D(g) coincides with the natural homomorphism

ρ : A→ A[ g−1 ] .
Hint : Follow Exercise 1.6.6 using the covering Y =

⋃
i Yi .

Exercise 3.1.8. Prove that A is an affine algebra.
Hint : Find aij ∈ A ( i = 1, . . . , k , j = 1, . . . , li ) such that Ai =

K[ aij/1, 1/di ] . Then find hi such that
∑

i hidi = 1 and show that
A = K[ aij, hi, di ] .

Exercise 3.1.9. Let Z be an affine variety such that K[Z ] ' A ,
ϕ : Y → Z be a morphism such that ϕ∗(Z) is an isomorphism. Prove
that ϕ is isomorphism too.

Hint : Check that the restriction of ϕ onto Yi is an isomorphism
Yi → D(ϕ∗(di)) .

Exercises 3.1.10. Prove that:

(1) Any closed immersion is a finite morphism.
(2) If f1 : Y1 → X1 and f2 : Y2 → X2 are finite morphisms, then

f1 × f2 : Y1 × Y2 → X1 ×X2 is also a finite morphism.
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(3) If both f : Y → X and g : Z → Y are finite morphisms,
then f ◦ g : Z → X is also a finite morphism.

(4) If f : Y → X is a finite morphism and Z is a subvariety of
X , then the induced mapping f−1(Z) → Z is also a finite
morphism.

Hint : First prove this claim when X is affine and Z is a
principal open subset of X .

For affine varieties, finiteness can always be defined globally.

Proposition 3.1.11. A morphism of affine varieties f : Y → X
is finite if and only if K[Y ] is integral over Im f ∗(X) .

Remark. Indeed, if f : Y → X is finite and X is affine, Y is
affine as well, but we shall not use this fact.

Proof. Replacing X by Im f , we may suppose that f is domi-
nant (i.e., Im f is dense), hence, f ∗(X) is a monomorphism (cf. Ex-
ercise 1.5.11(8b)). So we identify K[X ] with its image A in B =
K[Y ] . There is an open affine covering X =

⋃
i Ui such that, for

every i , Vi = f−1(Ui) is also affine and K[Vi ] is a finitely gener-
ated module over Im f ∗(Ui) . In view of Exercise 3.1.10(4), one may
suppose that all Ui are principal open subsets: Ui = D(gi) for some
gi ∈ A ; moreover, as X is quasi-compact, there is only finitely many
of them. Evidently, f−1(D(gi)) = D(f ∗(gi)) is also a principal open
subset in Y (defined by the same gi but considered as the element of
B ). Hence, OX(Ui) = A[g−1

i ] and OU(Vi) = B[g−1
i ] . Let

{
bij/g

k
i

}
be a set of generators of B[g−1

i ] as of A[g−1
i ]-module (certainly, we

may suppose that the degree k is common). We claim that { bij } is
a set of generators of B as of A-module.

Indeed, let b ∈ B . Then, in B[g−1
i ] , b/1 =

∑
j aijbij/g

l
i for some

aij ∈ A and some integer l , or, the same, in B , gr
i b =

∑
j aijbij

for some r . As
⋃

iD(gi) = A , there are some hi ∈ A such that∑
i hig

r
i = 1 . So b =

∑
i hig

r
i b =

∑
ij aijbij . �

The main feature of finite morphisms, partially explaining their
name, is the following.

Theorem 3.1.12. Let f : Y → X be a finite morphism of algebraic
varieties. Then it is closed and, for every p ∈ X , the fibre f−1(p) is
finite.

Proof. In view of Exercises 3.1.10, we may suppose f being dom-
inant, i.e., Im f = X , and show that, for every point p ∈ X , its
preimage f−1(p) is finite and non-empty. Moreover, we may suppose
X and Y being affine with the coordinate algebras, respectively, A
and B , and identify A with Im f ∗(X) ⊆ B . Then B is a finitely
generated A-module. Consider two points, p ∈ X , q ∈ Y , and the
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corresponding maximal ideals mp ⊂ A and mq ⊂ B (cf. Proposi-
tion 1.5.3). Obviously, p = f(q) if and only if mp ⊆ mq . Therefore,
Theorem 3.1.12 is a special case of the following result of commutative
algebra.

Lemma 3.1.13. Let B ⊇ A be a finite extension of noetherian
rings. Then, for every maximal ideal m ⊂ A , the set M = { n ∈ MaxB |
n ⊇ m } is non-empty and finite.1

Proof. First we prove that M 6= ∅ . In view of Corollary 1.3.7, it is
enough to show that mB 6= B . Let B = 〈 b1, b2, . . . , bm 〉 as A-module.
Suppose that mB = B . Then, for every index j , bj =

∑m
i=1 cijbi with

cij ∈ m . These equations can be rewritten in the matrix form as
(E − C)b = 0 , where E is the identity n× n matrix, C = (cij) and

b = (b1, b2, . . . , bm)> . Multiplying this matrix equality by the adjoint
matrix to (E − C) , one gets that det(E − C)bi = 0 for all i , whence
det(E − C) = 0 . But the last determinant is, evidently, of the form
1 + a with a ∈ m , which is impossible as 1 /∈ m .

Now we prove that M is finite. We use the following lemma.

Lemma 3.1.14. Let B ⊇ A be an integral extension of rings, q ⊂ p
be prime ideals from B . Then q ∩A ⊂ p ∩A .

Proof. Replacing B by B/q and A by A/(q ∩ A) , we may
suppose that q = { 0 } and both B and A are integral. Then we
have to show that p ∩ A 6= { 0 } . Take any non-zero element a ∈ p
and consider an equation am + b1a

m−1 + · · · + bm with bi ∈ A of the
smallest possible degree. Then bm 6= 0 and bm ∈ p ∩A . �

As m is maximal, p∩A = m for every prime ideal p ⊂ B contain-
ing m . Take a maximal ideal n ⊇ p . Then also n ∩A = m , hence,
p = n , i.e., all prime ideals from B containing m are maximal. Thus,
maximal ideals containing m are just minimal among the prime ideals
containing

√
mB , or, the same, the prime components of

√
mB (cf.

Corollary 1.5.9 and Exercise 1.5.10). So there is only a finite number
of such ideals. �

Exercise 3.1.15. Prove that if B ⊇ A is an integral extension of
rings and m ⊂ B is a maximal ideal, there is a maximal ideal n ⊂ A
such that n ∩A = m .

Hint : Suppose that mB = B and prove that then mB′ = B′ for a
subring B′ which is finitely generated as A-module.

Exercise 3.1.16. Let f : Y → X be a finite morphism of algebraic
varieties. Prove that:

1This lemma is valid for non-noetherian rings too, though the second part of
the proof should be changed.



52 3. DIMENSION THEORY

(1) X is separated if and only if Y is separated.
Hint (to the “only if” part): Let X be separated, p 6= q

two points of Y . Prove that either f(p) 6= f(q) or they
both belong to an affine open subset V ⊆ Y . Then use the
separateness of affine varieties.

(2) X is complete if and only if Y is complete.

Theorem 3.1.12 allows, in particular, to precise the structure of the
image of a regular mapping. Remind that a subset Z of a topological
space X is said to be constructible if it is a finite union of locally
closed subsets. For instance, a constructible subset of an affine (or a
projective) space is a finite union of subvarieties, or, the same, a subset
which can be defined by a (finite) system of polynomial equalities and
inequalities.

Theorem 3.1.17 (Chevalley’s Theorem). If f : Y → X is a mor-
phism of algebraic varieties and Z ⊆ Y is a constructible subset, then
f(Z) is also constructible. (In particular, Im f is constructible.)

Proof. As any locally closed subset of an algebraic variety is also
an algebraic variety (cf. Corollary 2.2.2), it is enough to prove that
f(Y ) is constructible. Moreover, one may suppose Y and X being
affine and irreducible. We use the Noetherian induction. The claim is
trivial if Y = ∅ . Suppose that it is valid for all proper closed subsets
of Y . Replacing X by Im f , we may suppose f being dominant,
i.e., f ∗ being injective, and we identify A = K[X ] with its image
in B = K[Y ] under f ∗ . Put also R = K(X) , Q = K(Y ) and
d = tr. deg(Q/R) .

We prove first that Im f contains an open non-empty subset of X .
Choose a transcendence base { b1, b2, . . . , bd } of Q over R . Certainly,
one may suppose that bi ∈ B . Let B = A[ b1, b2, . . . , bd, c1, c2, . . . , cr ] .
All ci are algebraic over R , hence, satisfy an equation ai0c

mi
i +ai1c

mi−1
i +

· · · + aimi
= 0 with ai ∈ A[ b1, . . . , bd ] and ai0 6= 0 . Let g =∏

i ai0 . Then B[ g−1 ] is a finite extension of A[ g−1 ][ b1, . . . , bd ] .
Consider the variety X × Ad and identify its coordinate algebra with
A[ b1, . . . , bd ] ⊆ B . The embedding A→ A[ b1, . . . , bd ] corresponds to
the projection prX : X ×Ad → X , so f decomposes into the product

Y
ϕ−→ X×Ad prX−→ X , where ϕ∗ is the embedding of A[ b1, . . . , bd ] into

B . The restriction of ϕ onto ϕ−1(D(g)) is a finite mapping, hence,
Imϕ ⊇ D(g) . As prX is an open mapping (cf. Proposition 2.4.9),
Im f contains the open non-empty subset U = prX(D(g)) .

Now, put X ′ = X \ U and Y ′ = f−1(X ′) . They are closed,
respectively, in X and Y . Let f ′ : Y ′ → X ′ be the restriction of f
onto Y ′ . It is also a regular mapping. By the inductive hypothesis,
Im f ′ is a constructible subset of X ′ (hence, of X ). Thus, Im f =
U ∪ Im f ′ is also constructible. �
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Exercises 3.1.18. Let o = (c0 : c1 : · · · : cn) be a point of the
projective space Pn , L = PV (

∑n
i=0 λixi) be a hyperplane in Pn such

that o /∈ L . For any point p = (a0 : a1 : · · · : an) 6= o denote by op
the projective line passing through o and p , i.e., the set of all points
of Pn having the form

(ξc0 + ηa0 : ξc1 + ηa1 : · · · : ξcn + ηan),

where (ξ : η) ∈ P1 .

(1) Prove that L∩op consists of a unique point, which we denote
by π(p) and call the projection of p onto L from the center
o .

(2) Check that π : Pn \ { o } → L is a regular mapping (“central
projection”).

(3) Let X ⊂ Pn be a projective variety such that o /∈ X . Prove
that the restriction π|X is a finite mapping.

(4) (“Projective Noether’s Normalization Lemma.”) Deduce that
for every projective variety X there is a finite mapping X →
Pd for some d .

Hint : Use a linear automorphism of Pn to reduce the problem to
the case when o = (1 : 0 : · · · : 0) and L = PV (x0) .

Exercise 3.1.19. (1) Let L0, L1, . . . , Lm ∈ K[x0, x1, . . . , xn ]
be linear forms, H = PV (L0, L1, . . . , Lm) and X ⊆ Pn be
a projective variety such that X ∩ H = ∅ . Prove that the
mapping ϕ : X → Pm such that ϕ(p) = (L0(p) : · · · : Lm(p))
is finite.

Hint : Use a linear automorphism of Pn to reduce the prob-
lem to the case when Li = xi ; then use Exercise 3.1.18 and
induction.

(2) Let F0, F1, . . . , Fm ∈ K[x0, x1, . . . , xn ] be homogeneous poly-
nomials of degree d > 0 and X ⊆ Pn be a projective variety
such that X ∩ PV (F0, F1, . . . , Fm) = ∅ . Prove that the map-
ping ϕ : X → Pm such that ϕ(p) = (F0(p) : · · · : Fm(p)) is
finite.

Hint : Use (1) and Veronese embedding (Exercise 2.3.11(6)).

3.2. Dimensions

Definition 3.2.1. Let X be a noetherian topological space (for
instance, an algebraic variety). The combinatorial dimension of X
is, by definition, the upper bound for the lengths l of chains of its
irreducible closed subsets X0 ⊃ X1 ⊃ . . . ⊃ Xl . This dimension is
denoted by c. dimX . We also put c. dim ∅ = −1 .

Taking into account the correspondence between irreducible closed
subsets and prime ideals (cf. Corollary 1.5.7), we deduce that the
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combinatorial dimension of an affine variety can be defined “pure al-
gebraically.”

Definitions 3.2.2. Let A be a ring.

(1) The set of all prime ideals of A is called the spectrum of A
and denoted by SpecA .

(2) The height ht p of a prime ideal p ∈ SpecA is, by definition,
the upper bound of lengths l of chains of prime ideals p0 ⊂
p1 ⊂ . . . ⊂ pl = p .

(3) The Krull dimension K. dimA of the ring A is defined as
sup { ht p | p ∈ SpecA } .

Proposition 3.2.3. If X is an affine algebraic variety, A =
K[X ] , then c. dimX = K. dimA .

We are going to give equivalent definitions of these dimensions.
First note the following simple result.

Exercises 3.2.4. Prove that, for any noetherian topological space
X :

(1) c. dimX = sup { c. dimXi |Xi irreducible component of X } .
(2) If X =

⋃
i Ui is an open covering of X , then c. dimX =

sup { c. dimUi } .

Now the following theorem precise the notion of dimension for al-
gebraic varieties.

Theorem 3.2.5. Let X be an algebraic variety.

(1) If X is affine (projective), c. dimX coincides with such in-
teger d that there is a finite dominant morphism X → Ad

(resp., X → Pd ).
(2) If X is irreducible, then c. dimX = tr. deg(K(X)/K) .

The combinatorial dimension of an algebraic variety X is called its
dimension and denoted by dimX .

Proof. If X =
⋃

iXi is the irreducible decomposition of X , Y
is irreducible and f : X → Y is a finite dominant morphism, then, by
Theorem 3.1.12, Y = Im f =

⋃
i f(Xi) and all f(Xi) are closed, hence,

f(Xi) = Y for some i . In view of Exercises 3.1.10, the restriction of f
onto Xi is also finite. Hence, one only has to prove the assertion 1 for
irreducible varieties. In view of Exercises 3.2.4, one may even suppose
X being affine. Then, if X → Ad is a finite dominant morphism,
K[X ] is integral over K[x1, . . . , xd ] , thus, K(X) is algebraic over
K(x1, . . . , xd ) and tr. deg(K(X)/K) = d . Now, Theorem 3.2.5 fol-
lows from Noether’s Normalization Lemma (or its projective analogue,
cf. Exercise 3.1.18(4)) and two following assertions:

Theorem 3.2.6. K. dimK[x1, . . . , xn ] = n .
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Theorem 3.2.7. If A ⊇ B is a finite extension of noetherian
rings, then K. dimA = K. dimB .2

Proof of Theorem 3.2.7. It is a consequence of the following
result.

Theorem 3.2.8 (Going-Up Principle). Let A ⊇ B be a finite ex-
tension of noetherian rings, p ⊂ B be a prime ideal. Then there is a
prime ideal P ⊂ A such that P ∩B = p .

Indeed, note first a simple corollary of Theorem 3.2.8.

Corollary 3.2.9. Let A ⊇ B be a finite extension of noetherian
rings, q ⊂ p ⊂ B be prime ideals and Q ⊂ A be such a prime ideal
that Q∩B = q . Then there is a prime ideal P ⊂ A such that Q ⊂ P
and P ∩B = p .

Proof. Evidently, B/q can be considered as a subring of A/Q ,
both of them are also noetherian and the extension A/Q ⊇ B/q is
finite. So, by Theorem 3.2.8, there is a prime ideal P ⊂ A/Q such
that P ∩B/q = p/q . Then P = P/Q for some prime ideal P ⊃ Q
and P ∩B = p . �

Now an evident induction shows that if there is a chain of prime
ideals p0 ⊂ p1 ⊂ . . . ⊂ pl in B , there is also a chain of prime ideals
P0 ⊂ P1 ⊂ . . . ⊂ Pl in A such that Pi∩B = pi , whence K. dimA ≥
K. dimB . On the other hand, Lemma 3.1.14 implies that any chain
of prime ideals P0 ⊂ P1 ⊂ . . . ⊂ Pl in A produces a chain of prime
ideals in B : P0 ∩B ⊂ P1 ∩B ⊂ . . . ⊂ Pl ∩B (cf. Lemma 3.1.14), so
K. dimB ≥ K. dimA . �

Proof of Theorem 3.2.6. Consider a maximal ideal from K[x ]
= K[x1, . . . , xn ] . It coincides with mp for some point p = (a1, . . . , an)
∈ An (cf. Proposition 1.5.3). Certainly, mp = 〈x1 − a1, . . . , xn − an 〉 .
For every k ≤ n , put pk = 〈x1 − a1, . . . , xk − ak 〉 (in particular,
p0 = { 0 } and pn = mp ). Evidently, K[x ]/pk ' K[xk+1, . . . , xn ] .
As all these factor-rings are integral, the ideals pk are prime, whence
K. dimK[x ] ≥ ht mp ≥ n . Now Theorem 3.2.6 follows from the fol-
lowing result.

Proposition 3.2.10. If a prime ideal p of a noetherian ring A
is generated by n elements, then ht p ≤ n .

In turn, Proposition 3.2.10 is an inductive consequence of the so
called “Krull Hauptidealsatz”:

Theorem 3.2.11 (Krull Hauptidealsatz). Let A be a noetherian
ring, a ∈ A be neither invertible nor a zero divisor and p be a prime
ideal which is minimal among the prime ideals containing a . Then
ht p = 1 .

2It is also valid for arbitrary integral extensions of noetherian rings.
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We shall prove Going-Up Principle and Krull Hauptidealsatz (as
well as Proposition 3.2.10) in the following section in context of study-
ing the so called local rings .

Exercise 3.2.12. Prove that the Grassmann variety Gr(d, n) is a
rational variety of dimension d(n− d) .

Hint : Consider the open subset: p12...d 6= 0 .

3.3. Local rings

Definition 3.3.1. A ring A is said to be local if it has a unique
maximal ideal m . The field k = A/m is called the residue field of the
local ring A .

It is clear that a ring A is local if and only if the set of all its
non-invertible elements is an ideal (then it is just the unique maximal
ideal of A ).

The main origin of local rings in algebraic geometry are the stalks of
the sheaves of regular functions. Remind the corresponding definition.

Definition 3.3.2. Let F be a sheaf on a topological space X ,
p ∈ X . The stalk Fp of the sheaf F at the point p is, by definition,
the direct limit lim−→U3p

F(U) . In other words, Fp is defined as the set of

the equivalence classes of
⋃

U3pF(U) under the following equivalence
relation:

a ∼ b , where a ∈ F(U), b ∈ F(V ), if and only if there is

W ⊆ U ∩ V such that FU
W (a)FV

W (b) .

The natural mapping F(U) → Fp , where p ∈ U , which maps an
element from F(U) to its class in Fp , is denoted by FU

p .

If F is a sheaf of groups, or rings, or algebras, then the stalk Fp

is also a group, or ring, or algebra. For instance, if (X,OX) is a space
with functions over a field K , the stalks OX,p are also K-algebras.

Proposition 3.3.3. For every point p of a space with functions
X , the stalk OX,p is a local algebra, whose maximal ideal coincides
with the set mX,p =

{
OU

p (f) | p ∈ U, f(p) = 0
}

.

Proof. It is obvious that mX,p is a proper ideal of OX,p . On the
other hand, if f ∈ OX(U) and f(p) 6= 0 , then V = { v ∈ U | f(v) 6= 0 }
is open and contains p . Put f ′ = OU

V (f) . By definition of space with
functions, 1/f ′ ∈ OX(V ) . Obviously, OU

p (f) = OV
p (f ′) , so OV

p (1/f ′)
is the inverse of this element in OX,p . Hence, all elements not belong-
ing to mX,p are invertible and mX,p is the unique maximal ideal in
OX,p . �
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Exercise 3.3.4. Let X, Y are algebraic varieties, p ∈ X , q ∈ Y .
Show that OX,p ' OY,q if and only if there are isomorphic open subsets
U 3 p and V 3 q , respectively, in X and Y . (In particular, if X, Y
are irreducible, they are birationally equivalent.)

There is a natural procedure, called localization, of getting local
rings. Before introducing it, we consider some properties of ideals in
rings of fractions.

Notations 3.3.5. Let A be a ring, S ⊆ A be a multiplicative
subset and B = A[S−1 ] .

(1) For any ideal I ⊆ A , put I[S−1 ] = IB = { a/s | a ∈ I, s ∈ S } ⊆
B .

(2) For every ideal J ⊆ B , put J ∩ A = { a ∈ A | a/1 ∈ J }
(if S contains no zero divisors and we identify a ∈ A with
a/1 ∈ B , it is indeed the intersection of J and A ).

Proposition 3.3.6. Let A be a ring, S ⊆ A be a multiplicative
subset and B = A[S−1 ] .

(1) J = (J ∩A)[S−1] for every ideal J ⊆ B .
(2) I[S−1 ]∩A = { a ∈ A | sa ∈ I for some s ∈ S } for every ideal

I ⊆ A . In particular, if I is prime and I ∩ S = ∅ , then
I = I[S−1 ] ∩A .

Proof. 1. If a/s ∈ J , ( a ∈ A, s ∈ S ) then a/1 = (a/s)(s/1) ∈
J , whence a ∈ J ∩A and a/s ∈ (J ∩A)[S−1 ] . So J ⊆ (J ∩A)[S−1 ]
The inverse inclusion is obvious.

2. If a/1 = b/s , where b ∈ I, s ∈ S , then ra = rsb ∈ I for some
r ∈ S and rs ∈ S too. On the other hand, if as ∈ I and s ∈ S , then
a/1 = as/s ∈ I[S−1 ] ∩ A . The claim concerning prime ideal is now
obvious. �

Corollary 3.3.7. If the ring A is noetherian, the ring of fractions
B = A[S−1 ] is noetherian as well.

Proof. Let J be an ideal of B , I = J ∩A and { a1, a2, . . . , am }
be a generating set for I . Then, evidently, { a1/1, a2/1, . . . , am/1 } is
a generating set for I[S−1 ] = J . �

If S = A \ p , where p ⊂ A is a prime ideal, the ring of fractions
A[S−1 ] is denoted by Ap and called the localization of A with respect
to the prime ideal p . The following result explains a bit this term.

Corollary 3.3.8. If p ⊂ A is a prime ideal, then the prime
ideals of Ap are just qAp , where q runs through prime ideals of A
contained in p . In particular, pAp is the unique maximal ideal of the
ring Ap , so this ring is local.

The stalks of structure sheaf of an algebraic variety can always be
obtained using localizations. Namely, if U is an affine neighbourhood
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of a point p of an algebraic variety X , then, of course, OU,p = OX,p

(if we consider U as an open subvariety of X ). So we only have to
calculate stalks OX,p for affine X .

Proposition 3.3.9. Let X be an affine variety, A = K[X ] ,
p ∈ X and m = mp . Then OX,p = Am .

Proof. As principal open subsets form a base of the Zariski topol-
ogy, every element from OX,p has the form OU

p (f) for some U = D(g) ,

where g(p) 6= 0 (or, the same, g /∈ m ) and f ∈ OX(U) = A[ g−1 ]
(cf. Exercise 1.6.6). So, f = (a/gk)|U , where a ∈ A . As D(g) =
D(gk) , one may put k = 1 . Suppose that OU

p (f) = OV
p (f ′) , where

V = D(h) , h(p) 6= 0 and f ′ = (b/h)|V . Then there is a principal open
W = D(r) ⊆ U ∩V = D(gh) such that r(p) 6= 0 and f |W = f ′|W . By
Hilbert Nullstellensatz, rd = sgh for some integer d and some s ∈ A ,
and one may again put d = 1 . Then, on W , f = sah/r = sbg/r .
This equality in the ring OX(W ) = A[ r−1 ] means that rlsah = rlsbg
in A . As rls /∈ m , it implies that a/g = b/h in Am . Therefore, we
get a homomorphism ϕ : OX,p → Am putting ϕ(OU

p (f)) = a/g as
above.

On the other hand, given any element a/s ∈ Am , where a, s ∈
A, s /∈ m , we can consider it as a function on U = D(s) 3 p , hence,
define its image OU

p (a/s) in OX,p . Evidently, it gives the homomor-
phism Am → OX,p , inverse to ϕ . �

Exercise 3.3.10. (1) Let C = V (y2−x3) be a cuspidal cubic,
p = (0, 0) . Show that OC,p is isomorphic to the subalgebra
of K(t) consisting of all fractions r(t) = f(t)/g(t) such that
g(0) 6= 0 and r′t(0) = 0 .

Hint: Use Exercise 1.2.4(6).
(2) Let X = V (xy) ⊂ A2 , p = (0, 0) . Prove that OX,p is iso-

morphic to the subring of K[x ]×K[ y ] consisting of all pairs
(f(x), g(y)) such that f(0) = g(0) .

(3) Describe OX,p , where p is the coordinate origin and X is one
of the following varieties:
(a) V (xy(x− y)) ⊂ A2 ;
(b) The union of three coordinate axes in A3 .
Are these two algebras isomorphic?

We are now going to use localizations for proving Going-Up Princi-
ple and Krull Hauptidealsatz. First establish the following important
property of modules over local rings.

Lemma 3.3.11 (Nakayama’s Lemma). Suppose that A is a local
ring with the maximal ideal m and M is a finitely generated A-module
such that mM = 0 . Then M = 0 .
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Proof. Let M = 〈u1, u2, . . . , um 〉 . We prove that also M =
〈u1, u2, . . . , um−1 〉 . Then, step by step, we get that M is generated
by the empty set, i.e., M = 0 .

Indeed, as mM = M , there are elements ai ∈ m such that
um =

∑m
i=1 aiui or (1 − am)um =

∑m−1
i=1 aiui . But 1 − am /∈ m ,

hence, it is invertible and um ∈ 〈u1, u2, . . . , um−1 〉 . Thus, M =
〈u1, u2, . . . , um−1 〉 . �

The following corollary is also often cited as “Nakayama’s Lemma.”

Corollary 3.3.12. Suppose that A is a local ring with the maxi-
mal ideal m and M is a finitely generated A-module. If N ⊆ M is
a submodule such that N + mM = M , then N = M .

Proof. One only has to apply Lemma 3.3.11 to the factor-module
M/N . �

For a finitely generated A-module M , denote by #A(M) the
smallest possible number of elements in generating sets of M (it is
called “the number of generators”) of M .

Corollary 3.3.13. Suppose that A is a local ring with the max-
imal ideal m and residue field k . Then, for every finitely generated
A-module M , #A(M) = dimkM/mM .

Proof. Indeed, in view of Corollary 3.3.12, M = 〈u1, u2, . . . , um 〉
if and only if M/mM = 〈u1, u2, . . . , um 〉 , where ui = ui + mM . �

Let now A be a noetherian ring, p ⊂ A be a prime ideal. Consider
the localization B = Ap . In view of Corollaries 3.3.7 and 3.3.8, it is
local and noetherian with the maximal ideal m = pB . Put

p(k) = mk ∩A =
{
a ∈ A | sa ∈ pk for some s /∈ p

}
(cf. Proposition 3.3.6). The ideal p(k) is called the k-th symbolic
power of p . It contains pk and mk = p(k)B by Proposition 3.3.6.
The following result is an immediate consequence of this equality and
Nakayama’s Lemma.

Corollary 3.3.14. Let p be a prime ideal of a noetherian ring
A . p(k) = p(k+1) for some k if and only if p is minimal.

Proof. By Nakayama’s Lemma, p(k) = p(k+1) if and only if (pAp)
k =

{ 0 } , i.e., pAp =
√

0 in Ap . It means that pAp is minimal prime in
Ap or, by Proposition 3.3.6, p is minimal prime in A . �

Exercise 3.3.15. Let X = V (xy − z2) ⊂ A3 , A = K[X ] , f
denote the class of a polynomial f in A and p = I(Y ) ⊂ A , where
Y ⊂ X is the y-axis. Prove that x ∈ p(2) , but x /∈ p2 . Check also
that z /∈ p(2) ; so p ⊃ p(2) ⊃ p2 .

We also need the following simple but important result.
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Lemma 3.3.16. Let A be a noetherian ring with a unique prime
ideal m . Then A is an artinian ring, i.e. every descending chain of
ideals I1 ⊇ I2 ⊇ I3 ⊇ . . . stabilizes.

Proof. In view of Exercise 1.5.10, m =
√

0 , hence, it is nilpotent:
mm = 0 . Consider the chain of ideals m ⊃ m2 ⊃ . . . ⊃ mm = 0 . All
factor-modules mk/mk+1 can be considered as vector spaces over the
residue field A/m , which are finite dimensional as all ideals are finitely
generated. Hence, for every j , there is such k that Ik ∩mj + mj+1 =
Il ∩ mj + mj+1 for all l > k . As mj = 0 for j ≥ m , we can even
choose a common value of k , valid for all j . We show that Il = Ik
for all l > k . Indeed, otherwise there is the biggest value j such that
Ik ∩ mj 6⊆ Il . Let a ∈ Ik ∩ mj \ Il . There are b ∈ Il and c ∈ mj+1

such that a = b+c , whence c = a− b ∈ Ik∩mj+1 \Il , in contradiction
with the choice of j . �

Now we return to our proofs. Each time we keep the notations from
the corresponding theorem.

Proof of Theorem 3.2.8. Consider the multiplicative subset S =
B \ p and the rings of fractions Ap = A[S−1 ] ⊇ Bp = B[S−1 ] . They
are also noetherian (cf. Corollary 3.3.7), Bp is local with the maximal
ideal m = pBp (cf. Corollary 3.3.8) and this extension is evidently
finite. Hence, by Lemma 3.1.13, there is a maximal ideal M ⊂ Ap

such that M ∩Bp = m . So we can put P = M ∩A . �

Proof of Theorem 3.2.11. As we are only interested in prime
ideals q ⊆ p , we may replace A by its localization Ap (cf. Corol-
lary 3.3.8). Hence, in what follows, we suppose that the ring A is
local with the unique maximal ideal p and a /∈ q for any prime ideal
q 6= p . Replacing A by A/

√
0 , one may suppose that A is reduced

(contains no nilpotents) or, the same, { 0 } is a radical ideal. Con-
sider its prime decomposition (cf. Corollary 1.5.9 and Exercise 1.5.10):
{ 0 } =

⋂s
i=1 pi . Then

∏s
i=1 pi = { 0 } , hence, p contains one of pi and

a /∈ pi as all elements from pi are zero divisors. Therefore, ht p > 0 .
Suppose that p ⊃ q , where q is a prime ideal. Consider the factor-
ring A/aA . It has a unique prime ideal p/aA , hence, it is artinian
by Lemma 3.3.16. It means that any descending chain of ideals of A
containing a stabilizes. In particular, this is the case for the chain
consisting of the ideals aA + q(k) , so, there is an integer k such that
aA + q(k) = aA + q(k+1) . Taking any b ∈ q(k) , we get b = ac + d
for some c ∈ A, d ∈ q(k) , whence ac ∈ q(k) and sac ∈ qk for some
s /∈ q by Proposition 3.3.6(2). But sa /∈ q , hence, also c ∈ q(k) and
q(k) = aq(k) + q(k+1) . By Corollary 3.3.12, q(k) = q(k+1) (as a ∈ p ), so
q is minimal by Corollary 3.3.14 and ht p = 1 . �

The following corollary of Krull Hauptidealsatz precise Proposi-
tion 3.2.10.
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Corollary 3.3.17. Let a1, a2, . . . , am be elements of a noether-
ian ring A , p be a minimal among prime ideals of A containing
〈 a1, a2, . . . , am 〉 . Then ht p ≤ m .

To prove this corollary, we use some auxiliary results.

Lemma 3.3.18. Let p1, p2, . . . , pm be prime ideals of a ring A , I
an ideal of A such that I 6⊆ pi for all i . Then I 6⊆

⋃m
i=1 pi .

Proof. Use induction on m , the case m = 1 being trivial. Sup-
pose the lemma valid for m − 1 prime ideals. One may suppose that
pi 6⊂ pj for i 6= j . Then Ipm 6⊆ pi for i < m , hence, Ipm 6⊆

⋃m−1
i=1 pi .

Let a ∈ Ipm and a /∈
⋃m−1

i=1 pi . On the other hand, Ip1 . . . pm−1 6⊆ pm .
Take b ∈ Ip1 . . . pm−1, and b /∈ pm . Then a+ b ∈ I and a+ b /∈ pi for
all i , i.e., a+ b /∈⊆

⋃m
i=1 pi . �

Corollary 3.3.19. Let q1, q2, . . . , qm be prime ideals of a noe-
therian ring A and p0 ⊃ p1 ⊃ . . . ⊃ pl be a chain of prime ideals of
A such that p0 6⊆ qi for all i . Then there is a chain of prime ideals
p0 ⊃ p′1 ⊃ . . . ⊃ p′l−1 ⊃ pl such that p′j 6⊆ qi for all i, j .

Proof. One may suppose that pl ⊆ qi for all i , hence, replacing
A by A/pl , that pl = { 0 } . Using induction on l , one can also
suppose that pl−2 6⊆ qi for all i , hence, there is a ∈ pl−2 , a /∈

⋃m
i=1 qi .

Let p′l−1 be a minimal prime ideal contained in pl−2 and containing
a . As ht p′l−1 = 1 , p′l−1 6= pl−2 and we get the necessary chain. �

Proof of Corollary 3.3.17. Use the induction on m , the case
m = 1 following from Krull Hauptidealsatz. Let q1, q2, . . . , qk be all
minimal prime ideals containing I = 〈 a1, a2, . . . , am−1 〉 (the prime

components of
√
I ). If p = qi for some i , then ht p ≤ m − 1 .

Suppose that p 6= qi . Consider any chain of prime ideals p = p0 ⊃
p1 ⊃ . . . ⊃ pl , l > 1 . By Corollary 3.3.19, one may suppose that
pl−1 6⊆ qi for all i . Put A = A/I , a = a + I ∈ A , qi = qi/I and
pi = (pi + I)/I . Then p = p0 is minimal among prime ideals of A
containing am , hence, ht p ≤ 1 . As qi are all minimal prime ideals of
A and pl−1 6⊆ qi , p is minimal among prime ideals of A containing
pl−1 . Therefore, in A/pl−1 , p/pl−1 is minimal among the prime ideals
containing all classes ai + pl−1 ( i = 1, . . . ,m − 1 ). By the inductive
hypothesis, ht p/pl−1 ≤ m− 1 , i.e., l − 1 ≤ m− 1 and l ≤ m . �

Corollary 3.3.20. ht p <∞ for every prime ideal of a noether-
ian ring A . In particular, any descending chain of prime ideals of a
noetherian ring stabilizes.
(Hence, any ascending chain of irreducible closed subsets of an alge-
braic variety stabilizes too.)

Corollary 3.3.21. K. dimA < ∞ for any local noetherian ring
A .
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Exercises 3.3.22. (1) Let a1, a2, . . . , am be elements of a noe-

therian ring A . Put, for k ≤ m , Ik =
√
〈 a1, a2, . . . , ak 〉 , in

particular, I0 = { 0 } . Suppose that 〈 a1, a2, . . . , am 〉 6= A .
Prove that ht p = m for every minimal prime ideal p among
those containing 〈 a1, a2, . . . , am 〉 if and only if, for every k =
1, . . . ,m , the class ak + Ik−1 is non-zero-divisor in A/Ik−1 .

(2) Let p be a prime ideal of a noetherian ring, h = ht p . Prove
that there are elements a1, a2, . . . , ah ∈ p such that p is
minimal among prime ideals containing 〈 a1, a2, . . . , ah 〉 and,
moreover, ht q = h for every prime ideal q which is minimal
among those containing 〈 a1, a2, . . . , ah 〉 .

There is an important case when Krull Hauptidealsatz can be re-
versed. Remind some definitions.

Definitions 3.3.23. Let A be an integral ring.

(1) A non-zero, non-invertible element a ∈ A is called irreducible
if, whenever a = bc for some b, c ∈ A , either b or c is
invertible.

(2) The ring A is said to be factorial if every non-zero, non-
invertible element from A is a product of irreducible elements
and from a1a2 . . . am = b1b2 . . . bm , where elements ai and bj
are irreducible, it follows that l = m and there is a permuta-
tion σ such that bi = uiaσ(i) for some invertible elements ui

and for all i = 1, . . . ,m .3

The most known examples of factorial rings are the polynomial
rings K[x1, . . . , xn ] and the ring of integers Z .

Proposition 3.3.24. Suppose that A is a factorial ring and p ⊂
A is a prime ideal of height 1 . Then p is a principal ideal: p = 〈 a 〉
for some irreducible element a .

Proof. As p is prime, it contains an irreducible element a . But
in a factorial ring the principle ideal 〈 a 〉 generated by an irreducible
element is prime. As p ⊇ 〈 a 〉 ⊃ { 0 } and ht p = 1 , p = 〈 a 〉 . �

Exercises 3.3.25. (1) Let X ⊆ An be a closed subvariety
such that all its irreducible components are of dimension n−1 .
Prove that X is a hypersurface in An .

(2) Prove that a noetherian ring A is factorial if and only if every
prime ideal p ⊂ A of height 1 is principal.

Hint : It is enough to prove that, for any irreducible element
a ∈ A , the ideal 〈 a 〉 is prime.

3Note that if a ring A is noetherian, every non-zero, non-invertible element of
A is a product of irreducible elements, so the only question is about the uniqueness
of such a decomposition.
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3.4. Normal varieties

To get more information about dimensions of algebraic varieties, we
first consider a special class of rings and varieties, which is important
in lots of questions.

Definitions 3.4.1. (1) An integral ring A with the field of
fractions Q is called normal (or integrally closed) if all ele-
ments of Q which are integral over A belong to A .

(2) An irreducible algebraic variety X is called normal if all local
rings OX,p ( p ∈ X ) are normal.

First we establish that for affine varieties these two definitions co-
incide.

Proposition 3.4.2. (1) If a ring A is normal, then the ring
of fraction A[S−1 ] for any multiplicative subset S ⊂ A is
normal.

(2) A noetherian integral ring A is normal if and only if all its
localizations Am , where m ∈ MaxA , are normal.

Proof. 1. We identify A[S−1 ] with the subring { a/s | s ∈ S } of
Q . Suppose that r ∈ Q is integral over A[S−1 ] , i.e., rm + c1r

m−1 +
· · · + cm = 0 with ci = ai/s ( ai ∈ A, s ∈ S ; certainly, we can
choose a common denominator for all ci ). Then (sr)m + a1(sr)

m−1 +
sa2(sr)

m−2 · · ·+sm−1am = 0 , whence sr ∈ A and r = sr/s ∈ A[S−1 ] .
2. Let r ∈ Q be integral over A . Then it is integral over all Am

for m ∈ MaxA , whence r ∈
⋂

m∈MaxA Am . So the following lemma
accomplishes the proof:

Lemma 3.4.3. If A is an arbitrary integral noetherian ring, then
A =

⋂
m∈MaxA Am .

Proof. Let r ∈
⋂

m∈MaxA Am . Put I = { a ∈ A | ar ∈ A } . It
is an ideal in A and, for every maximal ideal m ⊂ A , I 6⊆ m (as
r ∈ Am , it can be written as r = b/a with a ∈ A \m, b ∈ A , whence
a ∈ I \m ). Therefore, I = A , so 1 ∈ I and r = 1r ∈ A . �

An important example of normal ring are factorial ones, as the
following result shows.

Proposition 3.4.4. Any factorial ring is normal.

In particular, the rings of polynomials K[x1, . . . , xn ] are normal,
thus, affine (and projective) spaces are normal varieties.

Proof. Let Q denote the field of fractions of a factorial ring A
and q = a/b ∈ Q ( a, b ∈ A ) be integral over A : qm + c1q

m−1 +
· · · + cm = 0 , where ci ∈ A . One may suppose that a and b have
no common divisors (except invertible elements). But am + c1a

m−1b+
· · ·+ bmcm = 0 , so am is divisible by b , which is impossible, whenever
b is not invertible. Hence, 1/b ∈ A and q ∈ A too. �
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Let L be a finite extension of a field Q . If a ∈ L , denote by
µa(x) the minimal polynomial of a over Q , i.e., the polynomial from
Q[x ] with the leading coefficient 1 of the smallest possible degree
such that µa(a) = 0 . It is well known that such a polynomial is always
irreducible and unique.

In what follows, we call polynomials with the leading coefficient 1
monic polynomials .

Lemma 3.4.5. If A is a normal ring with the field of fractions Q
and a is an element of a finite extension L of Q , which is integral
over A , then µa(x) ∈ A[x ] .

Proof. Consider an extension L′ of L such that µa(x) =
∏m

i=1(x−
ai) for some ai ∈ L′ . As µa(x) is irreducible, Q(ai) ' Q(a) and this
isomorphism is identity on Q . Hence, every ai is also integral over
A . But the coefficients of µa(x) are polynomials of ai with integral
coefficients (“elementary symmetric polynomials”), so they are also in-
tegral over A (cf. Corollary 1.4.9). As A is normal, they belong to
A . �

Corollary 3.4.6 (Lemma of Gauss). Let A be a normal ring
with the field of fractions Q , f ∈ A[x ] be a monic polynomial and
f = gh , where g ∈ Q[x ] is also monic. Then g ∈ A[x ].

Proof. Certainly, it is enough to prove this claim for an irreducible
g . Consider any root a of g(X) in some extension of Q . As f(a) = 0 ,
a is integral over A . But g(x) = µa(x) (as g is irreducible), so
g ∈ A[x ] by Lemma 3.4.5. �

We also need the following version of Proposition 1.4.8.

Lemma 3.4.7. Let A ⊇ B be an extension of rings, M ⊆ A
be a finitely generated B-submodule such that AnnA(M) = { 0 } and
aM ⊆ IM , where I is an ideal from B . Then:

(1) There are elements b1, b2, . . . , bm ∈ I such that f(a) = 0 ,
where f(x) = xm + b1x

m−1 + · · ·+ bm = 0 .
(2) If I is a prime ideal and B is normal, all coefficients of µa(x)

belong to I .

Proof. The proof of 1 is a slight modification of the proof of
Proposition 1.4.8 (implication 4⇒ 1). Namely, if M = 〈u1, u2, . . . , um 〉
as B-module, there are elements cij ∈ I such that auj =

∑
i cijui ,

whence det(aE − C) = 0 , where C = (cij) . So we can put f(x) =
det(xE − C) .

2. One has f(x) = µa(x)g(x) , where f(x) is the polynomial con-
structed above and all polynomials are monic. Lemma of Gauss implies
that both µa(x) and g(x) belong to B[x ] . Modulo I this equality
gives: xm ≡ µa(x)g(x) (mod I) . As B/I is integral, it implies that
µa(x) ≡ xd (mod I) ( d = deg µa ). �
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We are going to give a characterization of normal rings using their
localizations with respect to prime ideals of height 1. First we prove
some simple but useful facts concerning the so called discrete valuation
rings .

Definition 3.4.8. A discrete valuation ring is, by definition, an
integral local ring of principal ideals, which is not a field.

Proposition 3.4.9. Let A be a local integral noetherian ring,
which is not a field. A is a discrete valuation ring if and only if
its maximal ideal m is principal.

Proof. �

Theorem 3.4.10. Let A be a local integral noetherian ring with
the maximal ideal m 6= { 0 } , Q be the full ring of quotients of A .
The following conditions are equivalent:

(1) A is normal of Krull dimension 1.
(2) A is a discrete valuation ring.
(3) m is a principal ideal.
(4) A is normal and there is an element r ∈ Q such that r /∈ A

but rm ⊆ m .

In this case all proper non-zero ideals of A coincide with mk for some
k .

Proof. 2⇒ 1: As A is principal ideal rings, it is factorial, hence,
normal. As m is principal, K. dimA = ht m = 1 by Krull Hauptide-
alsatz.

3⇒ 2: Let m = tA for some t . Then mk = tkA ' A as A-
module, so mk+1 is the unique maximal submodule in mk . Let I be
any non-zero proper ideal in A . Then I ⊆ m and if I ⊆ mk , then
either I ⊆ mk+1 or I = mk . As ht m = 1 , m =

√
I , so mk ⊆ I for

some k , whence I 6⊆ mk+1 . Thus, there is k such that I = mk = 〈 tk 〉 .
4⇒ 3: If rm ⊆ m , then r is integral over A , thus r ∈ A . Hence,

rm = A , i.e., r−1 ∈ A and m = r−1A .
1⇒ 4: Let a be a non-zero element from m . As ht m = K. dimA =

1 , m is the unique minimal prime ideal containing a , thus m =
√
〈 a 〉

and mk ⊆ 〈 a 〉 for some k . Choose minimal possible k and an ele-
ment b ∈ mk−1 \ 〈 a 〉 . Put r = b/a . Then bm ⊆ aA , thus, rm ⊆ A
and r /∈ A . �

Theorem 3.4.11. Let A be an integral noetherian ring, which is
not a filed, P = { p ∈ SpecA | ht p = 1 } and Q be the field of quo-
tients of A . A is normal if and only ifA =

⋂
p∈P Ap and every Ap ,

where p ∈ P , is a discrete valuation ring.

Proof. Suppose all Ap ( p ∈ P ) being discrete valuation rings
and A =

⋂
p∈P Ap . If r ∈ Q is integral over A , it is integral over
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each Ap , hence, r ∈ Ap for every p ∈ P as Ap is normal. Thus
r ∈

⋂
p∈P Ap = A .

Suppose now A normal. Then all Ap are also normal, hence,
if p ∈ P , they are discrete valuation rings by Theorem 3.4.10. Let
r ∈

⋂
p∈P Ap but r /∈ A . Put I = { a ∈ A | ar ∈ A } . It is a proper

ideal in A and I 6⊆ p for every p ∈ P . Let m be a minimal prime ideal
containing I . Then r /∈ Am and K. dimAm = ht p > 1 . Moreover,
mAm =

√
IAm , so mkAm ⊆ IAm for some k , which means mkAmr ⊆

Am . Choose the minimal possible k and an element a ∈ mk−1Am

such that ar /∈ Am . Then armAm ⊆ Am , and Am is normal, hence,
it is of Krull dimension 1 by Theorem 3.4.10. Thus, we have got a
contradiction, so A =

⋂
p∈P Ap . �

This theorem allows an obvious “globalization”:

Corollary 3.4.12. Let X be an irreducible algebraic variety. X
is normal if and only if the following two conditions hold:

(1) For every irreducible closed subvariety Y ⊂ X of codimension
1 , there is an open affine set U ⊆ X such that U ∩ Y 6= ∅
and the ideal I(Y ∩ U) is principal in K[U ] .

(2) If p ∈ X and f ∈ K(X) are such that, for every irreducible
closed Y ⊆ X of codimension 1 with p ∈ Y , Dom(f)∩ Y 6=
∅ , then p ∈ Dom(f) .

Proof. Obviously, we can replace X by an open affine subset
(intersecting Y for 1 and containing p for 2 ). So we suppose X
affine and put A = K[X ] .

Suppose X normal. Let Y ⊆ X be an irreducible closed subvariety
of codimension 1 . The ideal p = I(Y ) is of height 1 in the ring A ,
hence, pAp = tAp for some element t ∈ A . Choose a set of generators
of p : p = 〈 a1, a2, . . . , am 〉 . Then am = tbm/s , where bi ∈ A ,
s ∈ A \ p . Put U = D(s) . Then U ∩ Y 6= ∅ as s /∈ p and s is
invertible on U . Therefore, in K[U ] , I(U ∩ Y ) = pK[U ] = tK[U ] ,
so, the condition 1 holds.

Let f ∈ K(X) is as in 2 , m = mp in A = K[X ] . The prime
ideals of Am of height 1 are of the form pAm , where p is a prime
ideal of A of height 1 contained in m . Put Y = V (p) . It is an
irreducible subvariety of X of codimension 1 , hence, there is a point
y ∈ Y ∩ Dom(f) . It means that there are regular functions a, b ∈ A
such that b(y) 6= 0 and f = a/b . Then b /∈ my ⊇ p , hence, f ∈ Ap .
As it holds for every prime ideal p ⊆ m , f ∈ Am , i.e., f = c/d , where
c, d ∈ A , d(p) 6= 0 , so p ∈ Dom(f) .

Suppose now that 1 and 2 hold. Let p be a prime ideal of A
of height 1 , Y = V (p) be the corresponding closed subvariety, which
is irreducible and of codimension 1 . Choose U as in 1 ; obviously,
one may suppose it principal open: U = D(g) . As U ∩ Y 6= ∅ ,
g /∈ p . Hence, A[ g−1 ] ⊆ Ap . But pA[ g−1 ] = tA[ g−1 ] for some
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t , so pAp = (a/gk)Ap too and AgP is a discrete valuation ring by
Theorem 3.4.10.

Let f ∈
⋂

p∈P Ap . It means that, for every closed irreducible Y

of codimension 1 , Dom(f) ∩ Y 6= ∅ . Then Dom(f) = X , so f ∈ A .
Hence, A is normal. �

We also note the following important property of normal varieties.

Corollary 3.4.13. Let f : X → Y be a rational mapping, where
the variety X is normal and Y is projective. Then codim Irr(f) > 1 .

Proof. One only have to prove that, for any irreducible closed
Z ⊂ X of codimension 1 , Z ∩ Dom(f) 6= ∅ . By Corollary 3.4.12,
one may suppose that the ideal p = I(Z) is principal in A = K[X ] :
p = 〈 t 〉 . By Exercise 2.2.6(2), on an open subset U ⊆ Dom(f) f is
given by the rule: p 7→ (f0(p) : f1(p) : · · · : fn(p)) , where fi ∈ A . In
Ap we have: 〈 fi 〉 = 〈 tdi 〉 for some di . Let d = min { di } . Then
gi = t−dfi ∈ Ap and at least one of these elements is invertible in Ap .
It means that gi = ai/b , where ai, b ∈ A and there is a point p ∈ Z
such that b(p) 6= 0 and aj(p 6= 0) for at least one j . Then, on the
open subset U ∩ D(t) ∩ D(b) ∩ D(aj) , f can be given by the rule:
p 7→ (a0(p) : a1(p) : · · · : an(p)) . But the latter rule defines a rational
mapping on U ∩ D(b) ∩ D(aj) and this open set contains p . Hence,
p ∈ Dom(f) ∩ Z . �

If X is a curve, there are no subvarieties of codimension 2 , which
gives the following results:

Corollary 3.4.14. (1) Any rational mapping from a normal
curve into a projective variety is regular.

(2) If two normal projective curves are birationally equivalent, they
are isomorphic.

3.5. Dimensions of affine and projective varieties

The main fact concerning dimensions of algebraic varieties is the
following theorem.

Theorem 3.5.1. Let A be an integral affine algebra, p ⊂ A be a
prime ideal. Then K. dimA = ht p + K. dimA/p .

This theorem can be “globalized” using the following notion.

Definition 3.5.2. Let Y be an irreducible subvariety of an al-
gebraic variety X . The codimension, of Y codimY , is, by defini-
tion, the maximum of lengths l of chains of irreducible subvarieties
Y = Y0 ⊃ Y1 ⊃ Y2 ⊃ . . . ⊃ Yl . For an arbitrary subvariety Y ⊆ X its
codimension is defined as minimum of codimensions of its irreducible
components.
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The following theorem is just an obvious reformulation of Theo-
rem 3.5.1 (using Proposition 3.2.3).

Theorem 3.5.3. Let X be an irreducible algebraic variety, Y its
irreducible subvariety. Then dimY + codimY = dimX .

Its proof use Noether’s Normalization Lemma and the following
results precising Going-Up Principle for extensions of normal rings.

Lemma 3.5.4. Let A ⊇ B be a finite extension of integral noether-
ian rings and B be normal. If p is a prime ideal of B and P is a
minimal prime ideal of A containing p , then P ∩B = p .

Proof. Put J =
√

pA . Then minimal prime ideals of A con-
taining p are just prime components of J in the sense of Corol-
lary 1.5.9 and Exercise 1.5.10. So there is finitely many of them:
P = P1,P2, . . . ,Pr , and J =

⋂r
i=1 Pi . As Pi 6⊆ P for i > 1 ,

also P =
∏r

i=1 Pi 6⊆ P . Let a ∈ P \P . Suppose that P∩B = p′ ⊃ p
and b ∈ p′ \ p . Then ab ∈

∏r
i=1 Pi ⊆ J , hence, akbk ∈ pB for some

k . As ak /∈ P and bk ∈ p′ \ p , we may (and do) suppose that al-
ready ab ∈ pA . Hence, the minimal polynomial of ab is of the form
xm + c1x

m−1 + · · · + cm with ci ∈ p . In this case, the minimal poly-
nomial of a is xm + d1x

m−1 + · · · + dm , where ci = bidi . As b /∈ p ,
then di ∈ p for all i , whence am ∈ pA ⊆ P , which is impossible as
a /∈ P . �

Corollary 3.5.5. Let A ⊇ B be a finite extension of integral
noetherian rings and B be normal. If q ⊂ p are prime ideals of B
and P is a prime ideal of A containing p , there is a prime ideal
Q ⊂ P of A such that Q ∩B = q .

Proof. One can take for Q any minimal prime ideal of A con-
taining q and contained in P . (Such ideals exist in view of Corol-
lary 3.3.20.) �

Corollary 3.5.6. Let A ⊇ B be a finite extension of integral
noetherian rings and B be normal. For any prime ideal P of A ,
ht P = ht(P ∩B) .

Proof. Put p = P∩B . Let p = p0 ⊂ p1 ⊂ . . . ⊂ pl be any chain
of prime ideals in B . Corollary 3.5.5 implies that in A there is a chain
of prime ideals P = P0 ⊂ P1 ⊂ . . . ⊂ Pl such that Pi ∩ B = pi .
Hence, ht P ≥ ht p . On the other hand, if P = P0 ⊂ P1 ⊂ . . . ⊂ Pl

is a chain of prime ideals in A and pi = Pi ∩ B , then in B we get
a chain of prime ideals p = p0 ⊂ p1 ⊂ . . . ⊂ pl (cf. Lemma 3.1.14).
Hence, also ht p ≥ ht P . �

Proof of Theorem 3.5.1. Put d = K. dimA , h = ht p . First
we prove this theorem for the case h = 1 . Using Noether’s Normaliza-
tion Lemma, find a subalgebra B ⊆ A such that B ' K[x1, . . . , xd ]
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and A is integral over B . As B is factorial, hence, normal, also
ht p ∩ B = 1 by Corollary 3.5.6. So, p ∩ B is a principal ideal
by Proposition 3.3.24: p ∩ B = 〈 f 〉 , where f is an irreducible
polynomial. In view of Lemma 1.4.10, one may suppose that f =
xm

d + g1x
m−1
d + · · · + gm , where gi ∈ K[x1, . . . , xd−1 ] . Then the sub-

ring B′ = K[x1, x2, . . . , xd−1, f ] is also isomorphic to K[x1, . . . , xd ]
and B is integral over B′ , hence also A is integral over B′ (cf. Corol-
lary 1.4.9). Therefore, one may suppose that B = B′ , so p∩B = 〈xd 〉
and B = B/(p∩B) ' K[x1, . . . , xd−1 ] . But A/p is integral over B ,
so K. dimA/p = K. dimB = d− 1 by Theorems 3.2.7 and 3.2.6.

Now we use the induction on d . The case d = 1 is covered by
the preceding consideration. So suppose that the claim is valid for
affine algebras of dimension d − 1 . Let ht p = h . Consider one of
the longest chains of prime ideals ending at p : 〈 0 〉 = p0 ⊂ q = p1 ⊂
p2 ⊂ . . . ⊂ ph = p . Then ht q = 1 , so K. dimA/q = d − 1 . But
ht p/q = h − 1 , therefore, by the inductive hypothesis, K. dimA/p =
K. dim(A/q)/(p/q) = (d− 1)− (h− 1) = d− h . �

Corollary 3.5.7. Let X be an irreducible affine variety of di-
mension d , Y = V (S) ⊆ X , where S = { f1, f2, . . . , fm } ⊂ K[X ] .
If Y 6= ∅ , then dimYi ≥ d−m for every irreducible component Yi of
Y . (In particular, if m < d , Y is infinite.)

Proof. Let Y =
⋃

i Yi be the irreducible decomposition of Y ,

I = I(Y ) =
√
〈S 〉 and pi = I(Yi) . Then pi are the prime components

of I . Hence, they are minimal prime ideals containing S , so ht pi ≤
m by Corollary 3.3.17 and dimYi = K. dimK[X ]/pi ≥ d − m by
Theorem 3.5.1. �

Exercises 3.5.8. Let X be an irreducible affine variety of dimen-
sion n , A = K[X ] and Y be a closed subvariety of X .

(1) Suppose that Y = V (f1, f2, . . . , fm) , where fi ∈ A . Prove
that all components of Y have dimension n−m if and only if,
for every k = 1, . . . ,m , the class of fk in K[x ]/

√
〈 f1, f2, . . . , fk−1 〉

is non-zero-divisor.
In this case one says that Y is a set complete intersection in
X . If, moreover, 〈S 〉 = I(Y ) , one says that Y is a com-
plete intersection in X . k = 1, . . . ,m , the class of fk in
K[x ]/

√
〈 f1, f2, . . . , fk−1 〉 is non-zero-divisor.

In this case one says that Y is a set complete intersection in
X . If, moreover, 〈S 〉 = I(Y ) , one says that Y is a complete
intersection in X .

(2) If Y is irreducible and codimY = m , prove that there are
elements f1, f2, . . . , fm ∈ A such that Y is a component of
Z = V (f1, f2, . . . , fm) and all components of Z are of codi-
mension m too.
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In particular, for every point p ∈ X , there are n elements
f1, f2, . . . , fn ∈ A such that V (f1, f2, . . . , fn) is finite and
contains p .

(3) Let X = V (xy − z2) ⊂ A3 , Y = V (x) ⊂ X , where x is
the image of x in K[X ] . Show that Y is a set complete
intersection, but not a complete intersection in X .

Hint : Use Exercise 3.3.15.

Note one more property of subvarieties of affine spaces .

Exercise 3.5.9. Let X, Y be irreducible subvarieties of An of
dimensions, respectively, m and k , such that X ∩ Y 6= ∅ . Prove that
if Z is an irreducible component of X ∩ Y , then dimZ ≥ m+ k− n .

Hint : Use the isomorphism Z ' X × Y ∩∆An ⊆ An × An ' A2n

and write the equations defining ∆n
A inside A2n .

Analogous, and to some extent even better results can be obtained
for projective varieties. Let X = PV (S) ⊆ Pn be a projective variety,
where S ⊆ K[x ] = K[x0, x1, . . . , xn ] . Remind that the (affine) cone
over X is, by definition, the affine variety X̃ = V (S) ⊆ An+1 . Cer-
tainly, a closed subvariety Z ⊆ An+1 is a cone over some projective
variety if and only if I(Z) is a homogeneous ideal. We also consider
{ 0 } as the affine cone over the empty set.

Proposition 3.5.10. Let X ⊆ Pn be a projective variety, X̃ be
the affine cone over X . Then:

(1) X is irreducible if and only if so is X̃ .
(2) Irreducible components of X̃ coincide with the affine cones

over irreducible components of X .
(3) If X is irreducible, then K(X̃) ' K(X)(t) , where t is tran-

scendent over K(X) . (In particular, X̃ is also irreducible).
(4) dim X̃ = dimX + 1 .

Proof. 1 follows from the equality I(X̃) = I(X) as an affine or
projective variety is irreducible if and only if its ideal is prime.

2. Let X =
⋃

iXi be the irreducible decomposition of X . Then

X̃ =
⋃

i X̃i and all X̃i are irreducible. Hence, it is the irreducible

decomposition of X̃ .
3. Suppose that X is irreducible and choose i such that X∩An

i =
U 6= 0 . Then U is open dense in X , so K(X) = K(U) . To simplify
the notations, suppose that i = 0 . The affine coordinates on U are
xi/x0 ( i = 1, . . . , n ), hence, rational functions on U are restrictions
of rational fractions F/G , where F,G ∈ K[x ] are both homogeneous
and degF = degG . The affine coordinates on X̃ are x0, x1, . . . , xn , so
K(X̃) = K(U)(t) , where t denotes the restriction of x0 onto X̃ (it is
non-zero as X∩An

0 6= ∅ ). Suppose that tk+a1t
k−1+· · ·+ak = 0 , where

ai ∈ K(U) . This equality means that F0x
k
0 +F1x

k−1
0 + · · ·+Fk ∈ I(X)
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for some homogeneous polynomials Fi , which all have the same degree
and F0 6= 0 . As I(X) is homogeneous, it implies that F0x

k
0 ∈ I(X) ,

hence, x0 ∈ I(X) as I(X) is prime. Then X ∩ An
0 = ∅ , which

contradicts our choice. Therefore, t is transcendent over K(X) .
4 evidently follows from 2 and 3 . �

Now we are able to translate all “affine” results to the projective
case.

Corollary 3.5.11. Let X ⊆ Pn be an irreducible projective vari-
ety of dimension d , Y = PV (S) ∩ X , where S = {F1, F2, . . . , Fm }
and m ≤ d . Then Y 6= ∅ and dimYi ≥ d −m for every irreducible
component Yi of Y .
In particular, if m = 1 and X 6⊆ PV (S) , dimYi = m− 1 .

Proof. Certainly, Ỹ = V (S)∩ X̃ . In particular, as S consists of
homogeneous polynomials, Ỹ 6= ∅ . As dim X̃ = d+1 , Corollary 3.5.7
implies that all components of Ỹ are of dimension d+ 1−m > 0 . In
particular, Ỹ 6= { 0 } , so Y 6= ∅ . By Proposition 3.5.10, all compo-
nents of Y are of dimension d−m . �

Exercises 3.5.12. (1) Let X ⊂ Pn be a projective variety
such that all components of X are of dimension n−1 . Prove
that X is a hypersurface in Pn .

(2) Let X,Y ⊆ Pn are irreducible subvarieties of dimensions, re-
spectively, m and k . Prove that, if m + k ≤ n , X ∩ Y 6= ∅
and dimZ ≥ m+ k − n for each component Z of X ∩ Y .

(3) Let XPn be a projective variety. Prove that dimX = m −
1 , where m is the minimal integer such that there are m
hypersurfaces H1, H2, . . . , Hm ⊂ Pn with X ∩ (

⋂m
i=1Hi) = ∅ .

(4) Prove that, for any m,n , Pm × Pn 6' Pm+n .

3.6. Dimensions of fibres

Let f : X → Y be a morphism of algebraic varieties. For every
point p ∈ Y , the fibre f−1(p) is a closed subvariety of X . The
following result describe the possibilities for its dimension.

Theorem 3.6.1. Let f : X → Y be a dominant morphism of
irreducible algebraic varieties. Then:

(1) For every p ∈ Im f and for every component Z of f−1(p) ,
dimZ ≥ dimX − dimY .

(2) Y contains an open dense subset U ⊆ Im f such that dim f−1(p) =
dimX − dimY (hence, dimZ = dimX − dimY for every
component Z of f−1(p) ).

Proof. Replacing Y by an affine neighbourhood of p and X by
an affine neighbourhood of an arbitrary point z ∈ f−1(p) , one may
suppose that X and Y are affine. Then there is a finite dominant
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mapping ϕ : Y → An , where m = dimY (Theorem3.2.5). For ev-
ery point q ∈ An , ϕ−1(q) is finite (cf. Theorem 3.1.12): ϕ−1(q) =

{ p1, p2, . . . , pk } . Hence, (ϕ ◦ f)−1(q) =
⊔k

i=1 f
−1(pi) (disjoint union)

and irreducible components of each f−1(pi) are also irreducible compo-
nents of (ϕ◦f)−1(q) . Thus, one may suppose Y = An . For every point
p ∈ An , mp is generated by n polynomials: mp = 〈h1, h2, . . . , hn 〉 .
Hence, f−1(p) = V (f ∗(h1), . . . , f

∗(hn)) , so the assertion 1 follows from
Corollary 3.5.7.

To prove 2 , use the same observations as in Chevalley’s Theorem
(Theorem 3.1.17). Namely, consider B = K[x1, . . . , xn ] as the sub-
algebra of A = K[X ] (the image of f ∗ ), choose a transcendence
basis { b1, b2, . . . , bd } of K(X) over K(x1, . . . , xm ) such that ai ∈ A
and consider algebraic equations ci0a

k
i + ci1a

k−1
i + · · · + . . . cik = 0

for a set of generators { a1, a2, . . . , ar } of A over B[ a1, . . . , ad ] =
K[ [1, . . . , [ ]d + n ] and cij ∈ K[ [1, . . . , [ ]d + n ] . Then d = m − n ,
where m = tr. deg K(X) = dimX (cf. Corollary A.3). Moreover,

if V = D(g) ⊆ An , where g =
∏k

i=1 ci0 , the restriction of f onto

f−1(V ) decomposes as f−1(V )
ϕ−→ V

π

A
n

, where ϕ is a finite map-
ping and π is the projection. Put U = π(V ) . It is open (hence, dense)
and, for any p ∈ U , the restriction of ϕ onto f−1(p) induces a finite
mapping f−1(p) → π−1(p) ' Ad (cf. Exercise 3.1.10(4)). Therefore,
dim f−1(p) = d = m− n . �

Corollary 3.6.2. Let f : X → Y be a surjective morphism of
irreducible algebraic varieties. Put Yd = { p ∈ Y | dim f−1(y) ≥ d } .
Then all subsets Yd are closed in Y .
In other words, the function Y → N , p 7→ dim f−1(p) is upper semi-
continuous .

Proof. By Theorem 3.6.1, Yd = Ym−n is closed if d ≤ m − n ,
where m = dimX , n = dimY , and there is a proper closed subset
Z ⊆ Y such that Yd ⊆ Z for d > n − m . Let Z =

⋃k
i=1 be the

irreducible decomposition of Z . Using the noetherian induction, we
may suppose that, for every d , Zid = { z ∈ Zi | dim f−1(z) ≥ d } is

closed in Zi , hence, in Y . As Yd =
⋃k

i=1 Zid , it is also closed. �

Exercise 3.6.3. Consider the quadratic Cremona transformation
mapping ϕ : P2 → P2 , ϕ(x0, x1, x2) = (x1x2 : x2x0 : x0x1) . Find all
fibres ϕ−1(p) . Where dimϕ−1(p) 6= 0 ?

We apply Theorem 3.6.1 to the action of algebraic groups. First
introduce the necessary definitions.

Definitions 3.6.4. (1) An algebraic group is an algebraic va-
riety G together with a multiplication law µ : G × G → G ,
(g, h) 7→ gh such that:
(a) G with the multiplication law µ is a group;
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(b) mappings µ and δ : G→ G , δ(g) = g−1 are regular.
(2) Let G be an algebraic group, X an algebraic variety. An

action of G on X is a regular mapping G×X → X , (g, p)→
gp , such that:
(a) 1p = p for all p ∈ X ( 1 denotes the unit of the group

G );
(b) g(hp) = (gh)p for all g, h ∈ G , p ∈ X .

(3) Let an algebraic group G act on a variety X . The stabilizer
of an element p ∈ X in the group G is the subgroup St p =
{ g ∈ G | gp = p } . The orbit Gp of this element is the set
{ gp | g ∈ G } .

Example 3.6.5. Consider the full linear group G = GL(n,K) . It
coincides with the principle open subset D(det) ⊂ Mat(n × n,K) '
An2

. Thus, G is an affine variety and K[G ] = K[xij ][ det−1 ] . Then
the formulae for the product of matrices and of the inverse matrix show
that G is indeed an algebraic group.

A lot of groups arise as closed subgroups of GL(n,K) . For instance,
the special linear group SL(n,K) = { g ∈ GL(n,K) | det g = 1 } ; the
orthogonal group O(n,K) =

{
g ∈ GL(n,K) | gg> = 1

}
, etc. One can

prove that any affine group, i.e., an algebraic group whose underlying
variety is affine, is isomorphic to a closed subgroup of GL(n,K) .

Note the following obvious facts.

Proposition 3.6.6. Let an algebraic group G act on a variety X .
For any element p ∈ X :

(1) St p is a closed subgroup in G .
(2) Gp is a subvariety (i.e., a locally closed subset) in X .
(3) dimGp = dimG− dim St p .

Proof. Consider the mapping f : G→ X , g → gp . It is regular.
Now 1 is evident as St p = f−1(p) . By Theorem 3.1.17, Gp is con-
structible, hence, contains an open subset V of its closure Gp . Choose
a point v ∈ V . Then Gp = Gv . If z ∈ Gv, z = gv, then z ∈ gV and
gV is open in g(Gp) = g(Gp) = Gp , as the mapping x→ gx is an au-
tomorphism of the algebraic variety X . Hence, Gp =

⋃
g∈G gV is open

in Gp , i.e., locally closed in X , which proves 2. To prove 3, suppose
first G irreducible. Then Gp is irreducible as well. If y = gp ∈ Gp ,
one easily check that f−1(y) = g St p ' St p (as varieties). Hence, by
Theorem 3.6.1, dimGp = dimG − dim St p . General case is obtained
from the following simple observation, which is proposed as a simple
exercise.

Exercises 3.6.7. (1) Let G be an algebraic group, G◦ be its
irreducible component containing 1 . Then G◦ is a normal
closed subgroup of finite index in G and every irreducible
component of G is of the form gG◦ for some g ∈ G .
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(2) Two different irreducible components have no common points.
So, particular, the irreducible components coincide with the
connected components of G . In particular, G is irreducible if
and only if it is connected.

(3) Accomplish the proof of Proposition 3.6.6 for reducible group
G .

�

The following result is often useful.

Proposition 3.6.8. Let an algebraic group G act on an irreducible
algebraic variety X . Then there is an open set V ⊆ X such that
dimGv = max { dimGp | p ∈ X } for every v ∈ V .

Proof. We consider the case when G is connected (or, the same,
irreducible); the non-connected case being left as an easy exercise. Con-
sider the regular mapping ϕ : G × X → X × X , ϕ(g, p) = (gp, p) .
Let Γ = ϕ−1(∆X) and ψ = prX ◦ϕ|Γ (never mind, which of two pro-
jections we choose). Then ψ is surjective and, for every point p ∈ X ,
ψ−1(p) = St p×{ p } ' St p . By Theorem 3.6.1, there is an open subset
V ⊆ X such that dim St v = min { dim St p | p ∈ X } for any v ∈ V .
Then, by Proposition 3.6.6, dimGv = max { dimGp | p ∈ X } . �

Note one more useful corollary.

Corollary 3.6.9. Let an algebraic group G act on an irreducible
variety X and there are only finitely many orbits of G on X . Then
there is an open orbit and dimX ≤ dimG−min { dim St p | p ∈ X } .

Proof. We have X =
⋃m

i=1Gpi , hence X =
⋃m

i=1Gpi . As X is

irreducible, there is j such that X = Gpj . Then Gpj is open in X
by Proposition 3.6.6 and dimX = dimGpj = dimG− dim St pj . �

Exercises 3.6.10.

3.7. Normalization

There is a rather simple procedure allowing to reduce a lot of ques-
tion concerning algebraic varieties to the case of normal ones. We
introduce first the corresponding definition.

Definition 3.7.1. Let X be an algebraic variety. The normaliza-
tion of X is, by definition, a finite mapping ν : X̃ → X such that X̃
is normal and ν is birational.

Theorem 3.7.2. For every irreducible algebraic variety X there is
a normalization ν : X̃ → X . Moreover, if ν ′ : X ′ → X is another
normalization, there is a unique isomorphism f : X ′ → X̃ such that
ν ′ = ν ◦ f .
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One often calls X̃ itself “the” normalization of X (especially, tak-
ing into account the uniqueness of ν up to an automorphism of X̃ ).

Proof. Let X be an affine variety, A = K[X ] , Q be the field of

fraction of A and Ã be the integral closure of A in Q , i.e., the set
of all elements of Q which are integral over A . We use the following
lemma, which will be proved further.

Lemma 3.7.3. Let A be an integral affine algebra, Q its field of
fractions, F a finite extension of Q and B the integral closure of A
in F . Then B is finitely generated as an A-module. (In particular,
it is also an affine algebra.)

Accordingly to this lemma, Ã is an affine algebra, hence, Ã =
K[X̃] for some normal algebraic variety X̃ . The inclusion A → Ã

induces a finite morphism ν : Ã→ A . It is also birational as the filed
of fractions of Ã coincides with Q . Hence, ν is a normalization of
X . Suppose that ν ′ : X ′ → X is another normalization. Then X ′

is also an affine variety (cf. Corollary 3.1.3). Put A′ = K[X ′ ] . As
ν ′ is dominant, it induces the embedding ν ′∗ : A′ → A . Moreover,
as ν ′ is birational, ν ′∗ induces an isomorphism Q′ → Q , where Q′

is the field of fractions of A′ . We denote this isomorphism by ϕ and
consider ϕ(A′) as a subring of Q . It contains A and is integral

over A , hence, it is contained in Ã . Moreover, Ã is integral over
ϕ(A′) (as it is integral over A ), hence, Ã = ϕ(A′) (as A′ is normal),

i.e., ϕ induces an isomorphism of A′ onto Ã . By Proposition 1.2.2,
there is an isomorphism f : X ′ → X̃ such that f ∗ : Ã → A′ is the
isomorphism inverse to ϕ . Then ν ′ = ν ◦ f . The uniqueness of f
follows immediately from the fact that both ν and ν ′ are dominant.

Let now X be an arbitrary irreducible variety, X =
⋃m

i=1Xi be
its open affine covering. First prove the uniqueness of a normalization
(provided it exists). Indeed, let ν : X̃ → X and ν ′ : X ′ → X are
two normalizations, X̃i = ν−1(Xi) and X ′

i = ν ′−1(Xi) . Then both X̃i

and X ′
i are normalization of Xi , hence, there are unique isomorphisms

fi : X ′
i
∼→ X̃i such that ν ′X′

i
= νi|X̃i

◦fi . Obviously, fi and fj coincide

on X ′
i∩X ′

j , hence, one can glue them into an isomorphism f : x′ → X̃ .

To prove the existence, denote by νi : X̃i → Xi a normalization
of Xi , X̃ij = ν−1

i (Xi ∩ Xj) . The restriction νij of νi onto X̃ij is
obviously a normalization of Xi ∩Xj . In view of the uniqueness of a

normalization, there is a unique isomorphism ϕij : X̃ij → X̃ji such that
νij = νji◦ϕij . Moreover, for any three indices i, j, k , ϕik = ϕjk◦ϕij on

the preimage ϕ−1
ij (X̃jk) = ν−1

i (Xi∩Xj∩Xk) (as νij are all surjective).

Certainly, also X̃ii = X̃i and ϕii = id . Therefore, we are able to apply
the following “gluing procedure”:
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Proposition 3.7.4. Suppose given a set of spaces with functions
Zi , open subsets Zij ⊆ Zij given for every pair i, j and isomorphisms

ηij : Zij
∼→ Zji satisfying the following conditions:

(1) Zii = Zi and ηii = id for each i .
(2) For every triple of indices i, j, k , Zij ∩ ηji(Zjk) ⊆ Zik and

the restrictions of ηik and of ηjk ◦ ηij onto this intersection
coincide.

Put Z =
⋃

i Zi/ ∼ , where z ∼ z′ means that, for some pair i, j ,
z ∈ Zij and z′ = ηij(z) . Call a subset U ⊆ Z open if U ∩ Zi is
open for every Zi and define OZ(U) to be the set of all functions
f : U → K such that f |U∩Zi

∈ OZi
(()U ∩ Zi) for every i . Then:

(1) (Z,OZ) is a space with functions.
(2) For every z ∈ Zi , OZi

z ' OZ
z .

(3) If every U is an algebraic variety and there is only finitely
many of them, Z is also an algebraic variety.

(4) Given for every i a morphism of spaces with function fi :
Zi → X such that fi|Zij

= fj ◦ ηij|Zij
for all i, j , there is a

unique morphism f : Z → X such that f |Zi
= fi for all i .

The proof of this proposition, which consists of routine verifications,
is left as an exercise.

Applying Proposition 3.7.4 to the varieties X̃i and isomorphisms
ϕij , we get an algebraic variety X̃ , which is normal as all X̃i are

normal. Moreover, one gets a morphism ν : X̃ → X such that ν|X̃i
=

νi . As every of νi is finite, ν is finite as well. It is also birational as
each Xi is dense in X and X̃i is dense in X̃ . Hence, ν : X̃ → X is
a normalization. �

Note that, in view of Exercises 3.1.16, a normalization of a sepa-
rated variety is separated and a normalization of a complete variety is
complete. Indeed, one can prove that a normalization of a projective
(quasi-projective) variety is always projective (quasi-projective). Nev-
ertheless, this prove is rather sharpened and we are not going to put
it here. In the contrary, the case of curves is much simpler and can be
handled with the help of the following lemma, which is of independent
interest as well.

Lemma 3.7.5 (Chow’s Lemma). For every irreducible variety X
there is a quasi-projective variety X ′ and a surjective morphism f :
X ′ → X which is a birational mapping. If X is complete, X ′ can be
chosen projective.

Proof. Let X =
⋂k

i=1 Ui be an open affine covering of X , U =⋃k
i=1 Ui . As X is irreducible, U is dense. One can embed every

Ui in a projective space. Denote by Xi its closure there; they are
projective varieties, hence, their product P =

∏k
i=1Xi is projective
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as well. Consider the “diagonal” mapping ϕ : U → X × P : p →
(p, p, . . . , p) , and put X ′ = Imϕ (the closure). Let f and g be the
restrictions on X ′ of the projections prX and prP respectively. We
prove that f is birational and g is an immersion. It proves the lemma.
(Note that, if X is complete, so is X ′ ; hence, in this case, Im g ' X ′

is a projective variety.)
Let V = f−1(U) = X ′∩(U×P ) . As Imϕ coincides with the graph

of the diagonal mapping U → P , it is closed in U × P , hence, V =
X ′ ∩ (U × P ) = Imϕ and the projection V → U is an isomorphism.
As U and V are dense, respectively, in X and X ′ , f is birational.

Let now pri = prXi
: P → Xi and Vi = pr−1

i (Ui) . The restric-
tion of pri ◦g onto V = f−1(U) coincides with f |V : V → U . As
V is dense, they also coincide on Ui , i.e., g−1(Vi) = f−1(Ui) and⋂k

i=1 g
−1(Vi) = X ′ . Therefore, one only has to show that the restric-

tion of g onto g−1(Vi) is an immersion (as the notion of an immersion
is obviously local). Put Pi =

∏
j 6=iXj . Then Vi ⊆ Ui × Pi and

g−1(Vi) ⊆ X ×Ui×Pi . Moreover, g−1(Vi) coincides with the intersec-

tion of X ′ with the graph Zi of the composition Ui × Pi
pri−→ Ui →

X , the second arrow denoting the embedding. But Zi is closed in
X × Ui × Pi and prP maps it isomorphically onto Vi = Ui × Pi . As
g−1(Vi) = X ′ ∩ Zi is closed in Zi , g|g−1(Vi) is an immersion. �

Corollary 3.7.6. A complete normal curve is projective. I par-
ticular, a normalization of a complete (for instance, of a projective)
curve is projective.

Proof. If f : X ′ → X is a birational morphism, X ′ is projective
and X is normal, then the inverse rational mapping f−1 : X → X ′ is
regular (cf. Corollary 3.4.14), i.e., f is an isomorphism. �

Exercise 3.7.7. Prove that, for every finitely generated extension
L ⊃ K of transcendence degree 1 , there is a unique projective normal
curve X such that L = K(X) . Moreover, if L′ ⊂ K is another
finitely generated extension of transcendence degree one, L′ ' K(X ′)
for a normal projective curve X ′ , then every homomorphism L→ L′

is induced by a unique morphism X ′ → X .
(One can say that the category of finitely generated extensions of K

of transcendence degree 1 is dual to that of normal projective curves.
So, in a sense, the theory of normal projective curves is a chapter of
the field theory.)

Exercise 3.7.8. Let Y be a normal, X a complete variety and
f : Y → X be a rational mapping. Prove that codimZ ≥ 2 for every
component Z of Irr(f) .

Exercise 3.7.9. Let X be an algebraic variety, X =
⋃m

i=1 be
its irreducible decomposition. Show that the mapping

⊔m
i=1Xi → X

(
⊔

denotes the disjoint union), which is identity on every Xi , is
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finite and birational. Conclude that there is a finite birational mapping
ν :

⊔m
i=1 X̃i → X , where X̃i is a normalization of Xi .

We still have to prove Lemma 3.7.3. To do it, we first precise a bit
Noether’s Normalization Lemma.

Lemma 3.7.10. Let A be an integral affine algebra, Q be its field
of fractions. There is a subalgebra B ⊆ A such that:

(1) B ' K[x1, . . . , xn ] .
(2) A is integral over B .
(3) Q is separable over the field of fractions F of B .

Proof. We follow the proof of Noether’s Normalization Lemma
with small changes. Certainly, one only has to consider the case when
charK = p > 0 .

Let A = K[ a1, . . . , an ] . Just as in the proof of Noether’s Normal-
ization Lemma, find a polynomial F such that F (a1, a2, . . . , an) = 0 .
As A is integral, F can be chosen irreducible. Then there is an in-
dex i such that ∂F/∂xi 6= 0 (cf. the proof of Proposition A.4). One
may suppose i = n . Apply an automorphism of K[x1, x2, . . . , xn ] , as
in Lemma 1.4.10, but with t a multiple of p . Then ∂(ϕ(F ))/∂xn =
∂F/∂xn 6= 0 . Hence, one may suppose that A is integral over A′ =
K[ a1, . . . , an−1 ] and Q is separable over the ring of fractions of A′ .
An obvious induction accomplishes the proof. �

Now Lemma 3.7.3 is an immediate corollary of the following general
result.

Proposition 3.7.11. Let A be a normal noetherian ring with the
field of fractions Q , L be a finite separable extension of Q . Then the
integral closure B of A in L is finitely generated as A-module.

Proof. Remind that an extension L ⊆ Q is separable if and only
if the bilinear form L × L → K , (a, b) → Tr(ab) is non-degenerated.
Let { a1, a2, . . . , an } be a base of L over Q such that all ai are
integral over A , { a∗1, a∗2, . . . , a∗n } be the dual base, i.e., such that
Tr(aia

∗
j) = δij . If an element b =

∑n
i=1 cia

∗
i ∈ L ( ci ∈ A ) is integral

over A , so are all products bai . In particular, Tr(bai) = ci ∈ A
(as A is normal, cf. Lemma 3.4.5). Therefore, B is a submodule
of the finitely generated A-module 〈 a∗1, a∗2, . . . , a∗n 〉 , hence, is finitely
generated itself (cf. Proposition 1.4.6). �



CHAPTER 4

Regular and singular points

4.1. Regular rings and smooth varieties

Definitions 4.1.1. Let A be a local noetherian ring with the
maximal ideal m .

(1) Call the embedding dimension of A the number of generators
#A(M) of m as of A-module. Denote the embedding dimen-
sion of A by e. dimA .
Accordingly to Corollary 3.3.17, e. dimA ≥ K. dimA .

(2) Call the ring A regular if e. dimA = K. dimA .

Remind that e. dimA = dimK m/m2 , where K = A/m (cf. Corol-
lary 3.3.13).

Definitions 4.1.2. Let X be an algebraic variety, p ∈ X .

(1) Call the point p regular (on X ) if the local ring OX,p is
regular. Otherwise call this point singular (on X ). Denote
by Xreg the set of all regular points and by Xsing that of all
singular points of the variety X .

(2) Call the variety X smooth (or regular) if all points p ∈ X
are regular. Otherwise, call X singular.

Example 4.1.3. Affine space An and projective space Pn are
smooth varieties. Indeed, dim An = n and the maximal ideal of every
point of An in K[ An ] = K[x1, . . . , xn ] has n generators. Every point
of Pn has a neighbourhood isomorphic to An .

Note the following simple result.

Proposition 4.1.4. The Krull dimension K. dimOX,p coincide
with max dimXi , where Xi runs through all components of X con-
taining the point p .
(One denotes this maximum by dimpX and call it the dimension of
the variety X at the point p .)

Proof. Evidently, one may suppose X affine. Let A be its coor-
dinate algebra, mp ⊂ A the maximal ideal corresponding to the point
p , Ap = Amp = OX,p (cf. Proposition 3.3.9). Then m = mpAp is the
maximal ideal of Ap and every chain of prime ideals p0 ⊂ p1 ⊂ . . . ⊂ pl

in Ap corresponds to a chain of prime ideals of A contained in mp

(cf. Corollary 3.3.8). But such a chain is the same as a chain of ir-
reducible subvarieties of X containing p , which is always contained

79
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in some irreducible component (certainly, containing p ). So, indeed,
K. dimOX,p = max dimXi . �

In what follows, we denote by mX,p the maximal ideal of the local
ring OX,p and put e. dimpX = e. dimOX,p (the embedding dimension
of X at the point p ). Hence, the point p is regular on X if and only
if dimpX = e. dimpX .

Exercise 4.1.5. Let X be a normal variety, Z be a component
of the set Xsing of its singular points. Prove that codimZ ≥ 2 .

Hint : If codimZ = 1 , one may suppose that X is affine and I(Z)
is principal in K[X ] . Show that if z is a regular point of Z , it is a
regular point of X as well.

We are going to establish a criterion for a point of an algebraic
variety to be regular. As this notion is local, we only have to consider
the affine case.

Theorem 4.1.6 (Jacobian criterion). Let X ⊆ An be an affine
variety, I = I(X) = 〈F1, F2, . . . , Fm 〉 and p ∈ X . The point p
is simple on X if and only if Jrkp(I) = n − dimpX , where Jrkp(I)

denotes the rank of the matrix

(
∂Fi

∂xj

(p)

)
( i = 1, . . . ,m, j = 1, . . . , n ).

Proof. To simplify the notations, we suppose that p = (0, . . . , 0) .
Let A = K[X ] = K[x1, . . . , xn ]/I , m = mp = n/I , where n =
〈x1, x2, . . . , xn 〉 ⊂ K[x ] . Then e. dimA = dimK m/m2 = dimK n/(n2+
I) = dimK n/n2 − dimK(n2 + I)/n2 = n − dimK(n2 + I)/n2 . The last
dimension, obviously, equals the number of linear independent among

F
(1)
1 , F

(1)
2 , . . . , F

(1)
m , where F

(1)
i denotes the linear part of Fi , which

equals
∑n

j=1 xj∂Fi/∂xj(p) . It implies the assertion of the theorem. �

Exercise 4.1.7 (Projective Jacobian criterion). Let X ⊂ Pn be
a projective variety, I(X) = 〈F1, F2, . . . , Fm 〉 . Prove that a point
p ∈ X is regular if and only if rk(∂Fi/∂xj)(p) = n− dimpX .

Hint : Consider the canonical affine covering. Use the Jacobian
criterion for affine varieties and the Euler formula:

∑n
j=0 ∂F/∂xj = dF

if F is a homogeneous polynomial of degree d .

Corollary 4.1.8. If X is an irreducible variety, Xreg is an open
dense subset in X .1

Proof. Again one may assume X affine. Theorem 4.1.6 obviously
implies that Xreg is open, so one only has to show that it is non-empty.
According to Proposition 2.5.4, X is birationally equivalent either to
An or to a hypersurface in
An+1 , where n = dimX . As An is smooth, one only has to prove that
Xreg 6= ∅ if X = V (F ) ⊂ An+1 , where F is an irreducible polynomial.

1We will see later that it is also true for arbitrary varieties.
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But ∂F/∂xi 6= 0 for some i (cf. the proof of Proposition A.4), hence,
∂Fi/∂xi /∈ 〈F 〉 (as it is of a smaller degree). Therefore, there is a
point p ∈ X such that ∂F/∂xi(p) 6= 0 . By Theorem 4.1.6, this point
is regular. �

4.2. Structure of regular local rings

Theorem 4.2.1 (Artin–Rees Theorem). Let A be a noetherian
ring, M be a finitely generated A-module, I be an ideal in A and
N be a submodule in M . There is an integer k ≥ 0 such that, for all
integers n ≥ 0 , In+kM ∩N = In(Ik ∩N) .

Proof. Put B =
⊕∞

n=0 I
n . As InIm ⊆ In+m , B can be consid-

ered as a ring. To precise the “position” of an element b ∈ In in this
ring, we shall often denote it by b(n) . If { a1, a2, . . . , am } is a generat-
ing set of the ideal I , the elements a1(1), . . . , am(1) generate B as A-
algebra. Hence, B is isomorphic to a factor-algebra of A[x1, . . . , xm ] ,
hence, it is noetherian (by Hilbert’s Basis Theorem). In the same way,
putting M =

⊕∞
n=1 I

nM , we get a finitely generated B-module. By
Proposition 1.4.6, it is also noetherian. Thus its submodule N =⊕∞

n=1 I
nM ∩N is finitely generated. Let {u1(k1), u2(k2), . . . , ur(kr) }

be its generating set, k = max ki . Then, for every n ≥ 0 and every
element v ∈ Ik+nM ∩ N , there are elements bi ∈ Ik+n−ki such that
v =

∑r
i=1 biui , whence v ∈ In(IkM ∩ n) . �

Corollary 4.2.2. Let A be a noetherian ring, M a finitely gen-
erated A-module and I an ideal of A such that AnnM(1 + a) = { 0 }
for every a ∈ I . Then

⋂n
i=1 I

nM = { 0 } .

Proof. Put N =
⋂n

i=1 I
nM . By Artin–Rees Theorem, there is

k such that N = Ik+1M ∩ N = I(IkM ∩ N) = IN . Let N =
〈u1, u2, . . . , um 〉 . Then, for every j , uj =

∑m
i=1 aijui with aij ∈ I .

Standard (and a lot of times yet used) arguments show that det(E −
(aij))ui = 0 for all i . As this determinant is of the form 1 + a with
a ∈ I , ui = 0 and N = { 0 } . �

This corollary is evidently applicable, when A = M is a local
noetherian ring and I = M is its maximal ideal.

Corollary 4.2.3. If A is a local noetherian ring with the maximal
ideal M , then

⋂∞
n=1 Mn = { 0 } .

Corollary 4.2.4. In the situation of Corollary 4.2.3, for every
finitely generated A-module M and its submodule N , N =

⋂∞
k=1(m

kM+
N) .

Proof. One should only apply Corollary 4.2.2 to the factor-module
M/N . �



82 4. REGULAR AND SINGULAR POINTS

Let now A be a local noetherian ring, m be its maximal ideal,
K = A/m and { t1, t2, . . . , tn } be a minimal set of generators of m
(so, n = e. dimA ≥ K. dimA ). Fix, for every class λ ∈ K , its

representative λ̂ in A . In particular, we suppose that 0̂ = 0 and
1̂ = 1 . Consider any formal power series F ∈ K[[x1, . . . , xn ]] :

F =
∑
k

λkx
k =

∑
k1,k2,...,kn

λk1k2...knx
k1
1 x

k2
2 . . . xkn

n .

We write a ≡ F̂ (t1, t2, . . . , tn) (mod mk) if a ≡
∑

|k|<k λ̂kt
k (mod mk) .

(Here, as usual, k = (k1, k2, . . . , kn) , |k| = k1 + · · · + kn and tk =
tk1
1 . . . tkn

n .)

Proposition 4.2.5. For every element a ∈ A there is a power
series F ∈ K[[x1, . . . , xn ]] such that, for every k , a ≡ F̂ (t1, t2, . . . , tn)
(mod mk) . Moreover, if a 6= 0 , also F 6= 0 .

We call a power series Fa with these properties a Taylor series of
the element a and write a ≡ F .

Proof. We construct Fa =
∑∞

k=1 Fk , where Fk is a form of de-
gree k , using the induction by k . Note that the congruence a ≡
F̂ (t1, t2, . . . , tn) (mod mk) only depends on F0, F1, . . . , Fk−1 . Put F0 =
a+m ∈ K . Suppose now that F0, F1, . . . , Fk−1 have already been con-

structed. Then the element b = a−
∑k−1

d=1 F̂d (t1, t2, . . . , tn) belongs to
mk , hence, b =

∑
|k|=k bkt

k and one can put Fk =
∑

|k|=k λkx
k , where

λk = bk + m .
If a ≡ 0 , then a ∈ mk for every k , so, a = 0 by Corollary 4.2.3.

�

Certainly, one cannot guarantee the uniqueness of a Taylor se-
ries. Indeed, let A = OX,p , where X = V (x2 − y3) ⊂ A2 and
p = (0, 0) . Then m = 〈x, y 〉 . (Note that p is a singular point of
X , so, e. dimA > K. dimA = 1 .) Hence, 0 and x2 − y3 are two
different Taylor series of 0 . We shall see now that the only reason of
this phenomenon is the singularity of the point p .

Theorem 4.2.6. Let A be a local noetherian ring, m = 〈 t1, t2, . . . , tn 〉
be its maximal ideal (n = e. dimA ). The following conditions are
equivalent:

(1) A is regular (i.e., K. dimA = n ).
(2) For every element a ∈ A , the Taylor series of a is unique.
(3) For every i = 1, . . . , n , the class of the element ti is non-

zero-divisor in A/〈x1, . . . , xi−1 〉 . (For i = 1 , it means that
x1 is non-zero-divisor in A .)

Proof. 1⇒ 2 will only be proved for the case of an infinite residue
field K . (Note that it is always so in the “geometric” situation, when
A = OX,p .) For the case of a finite residue field cf. Exercise 4.2.10.
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Certainly, one only has to prove that if 0 ≡ F , then F = 0 . Suppose
that F 6= 0 and k is the minimal integer such that there are terms of
degree k in F . Let Fk be the sum of all these terms. As K is infinite,
there is a point (α1, α2, . . . , αn) ∈ An

K such that Fk (α1, α2, . . . , αn) 6=
0 . A linear change of variables maps this point to (0, . . . , 0, 1) . Such
a change correspond to another choice of a minimal set of generators
of m . So, one may suppose Fk(0, . . . , 0, 1) 6= 0 , i.e., Fk = λxk

n + F ′ ,
where λ 6= 0 and every term from F ′ contains some xi with i < n .
As 0 ≡ F , it gives that λ̂tkn +

∑n−1
i=1 biti ∈ mk+1 for some bi ∈ A ,

where λ̂ /∈ m . Therefore, λ̂tkn = ctk+1
n +

∑n−1
i=1 citi for some ci ∈ A .

But λ̂− ctn /∈ m , so it is invertible and tk ∈ 〈 t1, t2, . . . , tn−1 〉 . Hence,

we get mk ⊆ 〈 t1, t2, . . . , tn−1 〉 , whence m =
√
〈 t1, t2, . . . , tn−1 〉 and

K. dimA = ht m ≤ n − 1 by Corollary 3.3.17, which contradicts the
assumption: K. dimA = n .

2⇒ 3. Suppose that a /∈ I = 〈 t1, t2, . . . , ti−1 〉 . Then, by Corol-
lary 4.2.4, a /∈ I+mk for some k . Consider the Taylor series F of a .
Among its terms of degrees less than k at least one contains neither of
the variables x1, x2, . . . , xi−1 . But, obviously, the Taylor series of tia
is xiF , whence tia /∈ I (even tia /∈ I + mk+1 ).

3⇒ 1 will be proved by induction on n = e. dimA . If n = 1 ,
then K. dimA = ht m = 1 by Krull Hauptidealsatz(as t1 is non-
zero-divisor). Hence, A is regular. Suppose the assertion valid for
e. dimA = n − 1 . Consider the ring A = A/〈 t1 〉 . Denote by a the
class of a in A . The maximal ideal of A is generated by t2, . . . , tn
and the class of ti in A/〈 t2, . . . , ti−1 〉 is non-zero-divisor for all i =
2, . . . , n . By the inductive hypothesis, K. dimA = n−1 . As ht p = 1
for every minimal prime ideal p containing t1 (cf. Krull Hauptideal-
satz), K. dimA ≥ K. dimA+1 = n . As always K. dimA ≤ e. dimA ,
it proves that K. dimA = n . �

Corollary 4.2.7. Any regular local ring is reduced (i.e., contains
no zero divisors). Moreover, if a ∈ mk \mk+1 and b ∈ ml \ml+1 , then
ab ∈ mk+l \mk+l+1 .
(Note that, by Corollary 4.2.3, such numbers k and l always exist for
non-zero a and b .)

Proof. Let a ≡ F , b ≡ G and a 6= 0, b 6= 0 . As a Taylor series
is unique and a ∈ mk \ mk+1 , F contain terms of degree k and does
not contain terms of smaller degrees. Correspondingly, G contains
terms of degree l and does not contain terms of smaller degrees. Then
ab ≡ FG (mod m)k+l+1 and FG contains terms of degree k+ l . The
uniqueness of the Taylor series implies that ab /∈ mk+l . �

Corollary 4.2.8. Let { t1, t2, . . . , tn } be a minimal set of gen-
erators of the maximal ideal of a local ring A . Then, for every k =
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1, . . . , n , the factor-ring A/〈 t1, t2, . . . , tk 〉 is regular local ring of Krull
dimension n− k .

If p is a point of an algebraic variety X , then OX,p is reduced
if and only if p only belongs to one component: otherwise, one can
check two functions f1 and f2 such that f1|Y 6= 0, f1|Z = 0 , f2|Y =
0, f2|Z 6= 0 , where Y is one component, Z is the union of all other
component containing p , whence f1 6= 0, f2 6= 0 in OX,p but f1f2 =
0 .

Corollary 4.2.9. (1) If a point p ∈ X is regular, it only
belongs to one component of X .

(2) Xreg is an open dense subset of X .

Proof. 1 is evident now. Let X =
⋃

iXi be the irreducible de-
composition, Y =

⋃
i6=j(Xi ∩ Xj) , U = X \ Y . Then Xreg ⊆ U

and U is open dense in X . Moreover, U is the disjoint union of its
components Xi \ Y , so 2 follows from Corollary 4.1.8. �

Exercise 4.2.10 (“Non-ramified extensions”). Let A be a local
noetherian ring with the maximal ideal m and the residue field K =
A/m , f(x) ∈ A[x ] be a monic polynomial such that its image f(x)
in K[x ] is irreducible. Put B = A[x ]/〈 f(x) 〉 , ξ = x+ 〈 f(x) 〉 ∈ B .
Prove that:

(1) Every element of B can be uniquely presented in the form
a1ξ

k−1 +a2ξ
k−2 + · · ·+ak , where k = deg f , ai ∈ A , and this

element is invertible in B if and only if ai /∈ m for some i .
(2) B is a local ring with the maximal ideal mB and the residue

field K′ ' K[x ]/〈 f(x) 〉 .
(3) If A is regular, so is B . (Note that B is a finite extension

of A .)

4.3. Tangent space

In this section A denotes a local noetherian ring with the maximal
ideal m and the residue field K = A/m .

Definitions 4.3.1. (1) The K-vector space m/m2 is called
the cotangent space of A and denoted by Θ∗

A . Its dual Θ =
HomK(Θ∗

A,K) is called the tangent space to A .
(2) If A = OX,p , where p is a point of an algebraic variety X ,

the spaces ΘA and Θ∗
A are called, respectively, the tangent

and the cotangent space to the variety X at the point p and
denoted, respectively, by ΘX,p and Θ∗

X,p .

Let B be another local noetherian ring with the maximal ideal n .
A (ring) homomorphism ϕ : A→ B is said to be local if ϕ(m) ⊂ n . In
this case ϕ induces a homomorphism of fields ϕ : K→ L = Bn and a
homomorphism d∗ϕ : Θ∗

A → Θ∗
B . If, moreover, ϕ is an isomorphism,
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it also induces a homomorphism of dual spaces dϕ : ΘA → ΘB . The
latter is always the case, when A = OX,p , B = OY,q and ϕ = f ∗q is
induced by a morphism f : Y → X mapping q to p . In this situation
d∗ϕ and dϕ are denoted, respectively, by d∗qf and dqf and are called,
respectively, the cotangent and the tangent mappings of the morphism
f at the point q .

Examples 4.3.2. (1) Let p 6= m be a prime ideal of A , B =
Ap and ϕ : A→ B be the natural homomorphism, mapping
a to a/1 . It is not local : if a ∈ mp , then ϕ(a) = a/1 /∈ pB
(which is the maximal ideal of B ).

(2) On the other hand, if ϕ : A→ B is surjective, then B ' A/I
for I = Kerϕ and n ' m/I = ϕ(m) . Hence, ϕ is al-
ways local and Θ∗

B = n/n2 ' m/(I + m2) ' Θ∗
A/I , where

I = (I +m2)/m2 ⊆ Θ∗
A . Thus, dϕ∗ is a surjection, so its dual

dϕ : ΘB → ΘA is an embedding. (Note that in this situation
always B/n ' A/m .) More precisely, dϕ induces an isomor-
phism of ΘB onto the subspace { v |ω(v) = 0 for all ω ∈ I }
of ΘA .

We give other interpretations of the tangent space in the case, when
A contains a subfield of representatives of K , i.e., a subfield K′ such
that {λ+ m } exhaust all residue classes from K . We identify K′

with K identifying λ + m with λ . Then A = K ⊕ m , so every
element a ∈ A can be uniquely written in the form a = a(0) + a′

with a(0) ∈ K and a′ ∈ m . Denote by da the class of a′ = a− a(0)
in Θ∗

A . One can easily check the following properties of the mapping
d : A→ Θ∗

A .

Proposition 4.3.3. (1) d(a+ b) = da+ db ;
(2) d(λa) = λda for every λ ∈ K ;
(3) d(ab) = adb+ bda .

One calls such a mapping a derivation of the ringA to the A-
module Θ∗

A . Note that aω = a(0)ω for all v ∈ Θ∗
A .

Corollary 4.3.4. In the situation above, there is one-to-one corre-
spondence between ΘA and the vector space of all derivations Der(A,K) ,
which maps v ∈ ΘA to the derivation Dv : a 7→ v(da) .

Proof. As d : A → Θ∗
A is a derivation and v : Θ∗

A → K is a
linear mapping, Dv is a derivation. On the contrary, let D : A→ K
be a derivation. Then D1 = d(1 · 1) = D1 + D1 , whence D1 = 0
and Dλ = λD1 = 0 for all λ ∈ K . Hence, D is completely defined
by its values on m . On the other hand, if a, b ∈ m , then D(ab) =
aDb + bDa = 0 as both a and b annihilate K = A/m . So, indeed,
v = D|m is a mapping m/m2 → K , i.e., an element of ΘA . Clearly,
D = Dv . �
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In what follows, we identify the elements of ΘA with the corre-
sponding derivations A→ K ; in particular, we write v(a) instead of
Dva , etc.

If A = OX,p for a point p of a variety X , we usually write dpa or
even dX,pa for da , where a ∈ A , because we often have to consider
p as a point of some subvarieties of X or a as an element of another
local ring OX,q too.

One can use Example 4.3.2(2) to describe the tangent (and cotan-
gent) spaces to an algebraic variety X . Certainly, as we are only
interested in a neighbourhood of a point p , one may suppose X
affine: X = V (F1, F2, . . . , Fr) ⊆ An . We always suppose that I(X) =
〈F1, F2, . . . , Fr 〉 . First precise the case of the affine space itself.

Proposition 4.3.5. For any point p = (λ1, λ2, . . . , λn) ∈ An ,
{ dpx1, dpx2, . . . , dpxn } is a basis of Θ∗

An,p . If {D1, D2, . . . , Dn } is
the dual basis of ΘA,p , then DiF = ∂F/∂xi(p) for every F ∈ OAn,p .
(Note that elements from OAn, can be identified with the rational func-
tions F ∈ K(x1, . . . , xn ) , which are defined at p , i.e., such that the
denominator of F is non-zero at the point p .)

Proof. The ideal mp ∈ K[x ] is generated by x1−λ1, . . . , xn−λn .
Hence the maximal ideal m ⊂ OAn,p is generated by the same ele-
ments. Moreover, it is a minimal system of generators, as e. dimp An =
dim An = n . Hence, there classes in Θ∗

An,p , which coincide with dpxi ,
form a basis of the cotangent space. Let {D1, D2, . . . , Dn } be the
dual basis of the tangent space. It means that Di(dpxj) = δij for all
i, j . Any rational function F , which is defined at p , can be written as
F (0)+

∑
j ξj(xj−λi)+F

′ , where F ′ ∈ m2 . Moreover, ξj = ∂F/∂xj(p) .

Then DiF = Di(
∑

j ξjdpxj) = ξi = ∂F/∂xi(p) . �

In what follows, we often denote the derivation Di by ∂/∂xi or by
∂/∂xi(p) if p should be precised.

Let now X ⊆ An be an affine variety, I(X) = 〈F1, F2, . . . , Fr 〉 ∈
K[x ] . Then OX,p = OAn,p/〈F1, F2, . . . , Fn 〉 (here it means the gen-
erators of an OX,p-ideal) and Θ∗

X,p = Θ∗
An,p/〈 dpF1, dpF2, . . . , dpFr 〉 .

Hence, ΘX,p coincides with the subspace {D |DFi = 0, i = 1, . . . } of
ΘAn,p . In other words, D =

∑
j ξj∂/∂xj belongs to ΘX,p if and only

if
∑

j ξj∂Fi/∂xj(p) = 0 for all i = 1, . . . , r .
Consider now a morphism G : An → Am given by the rule p 7→

(G1(p), . . . , Gm(p)) , where Gi are some polynomials. Let p ∈ An

and q = G(p) ∈ Am . Then, for any function F ∈ OAm,q , G∗(F ) =
F (G1, G2, . . . , Gm) . Therefore,

dpG(∂/∂xj)(F ) = ∂(G∗(F ))/∂xj(p) =
m∑

i=1

∂Gi/∂xj(p) · ∂F/∂yi(q) ,
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so, the linear mapping dp , with respect to “standard” bases of ΘAn.p

and ΘAm,q , is given by the value of the Jacoby matrix ∂G/∂x(p) =
(∂Gi/∂xj(p)) .

If X ⊆ An and Y ⊆ Am are affine varieties and g is a morphism of
X to Y , it is indeed a restriction onto X of some morphism G : An →
Am . Certainly, the mapping dpg is also the restriction onto ΘX,p of
the tangent mapping dpG , i.e., it is given by the same Jacoby matrix.
One only has to remember that ΘX,p only consists of some linear
combinations

∑
j ξj∂/∂xj (cf. above). The condition G(X) ⊆ Y

guarantees that if such a linear combination belongs to ΘX,p , its image
under dpG belongs to ΘY,q .

Exercise 4.3.6. Let X be an algebraic variety, p ∈ X , m = mX,p

(the maximal ideal of the local ring OX,p ) and 〈 a1, a2, . . . , an 〉 be a
generating set for m . Denote by Sd the set of all homogeneous polyno-
mials F of degree d from K[x1, . . . , xn ] such that F (a1, a2, . . . , an) ∈
md+1 , and S =

⋃∞
d=1 Sd . The affine variety TX,p = V (S) ⊆ An is

called the tangent cone of X at the point p . (As all polynomials from
S are homogeneous, it is a cone indeed.) Prove that:

(1) Another choice of the generating set of m gives rise to the
isomorphic variety TX,p .

(2) If X ⊂ An is an affine variety, I = I(X) , p = (0, . . . , 0) ,
then TX,p = V (F (0) |F ∈ I ) , where F (0) denotes the “lowest
form” of a polynomial F , i.e., if F =

∑
k λkx

k and d =
min { |k| |λk 6= 0 } , then F (0) =

∑
|k|=d λkx

k . In particular, if

X is a hypersurface, i.e., I(X) = 〈F 〉 , then TX,p = V (F (0)) .
(3) A morphism f : X → Y induces a morphism Tf : TX,p →

TY,f(p) and if f is an isomorphism, so is Tf .

How does TX,p look like if p is a regular point ?

Exercises 4.3.7. (1) Let X be one of the following plane
curves:
(a) y2 = x3 + x2 ;
(b) y2 = x3 + y3 ;
(c) x2y + xy2 = x4 .

Check that all their points, except of 0 , are regular. Find the
tangent cones to these curves at 0 . Outline the corresponding
curves (more precisely, their sets of real points) together with
their tangent cones in a neighbourhood of 0 .

(2) Let X be the space surface: y2 = x2z .
(a) Find the set Xsing .
(b) For every p ∈ Xsing , find the tangent cone TX,p .
(c) Outline X in a neighbourhood of 0 .
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4.4. Blowing-up

We are going to consider a procedure, often allowing to “improve”
the singularities of an algebraic variety. In what follows, let p be a
point of an algebraic variety X , m = mX,p , the maximal ideal of the
local ring OX,p , and { t1, t2, . . . , tn } a set of generators of m . The
elements t1, t2, . . . , tn are indeed regular functions on a neighborhood
U of p . Moreover, diminishing U , one can suppose that U is affine
and the maximal ideal { f ∈ OX(U) | f(p) = 0 } is generated by the
elements t1, t2, . . . , tn , i.e., if p′ ∈ U, p′ 6= p , at least one of the values
ti(p

′) is non-zero.
Put U ′ = U\{ p } and consider the following subset Ũ ′ ⊆ U×Pn−1 :

Ũ ′ = { p′ × (y1 : · · · : yn) | p′ 6= p, and ti(p
′)yj = tj(p

′)yi

for all i, j = 1, . . . , n }

(here and later on y1, y2, . . . , yn denotes the homogeneous coordinates
on Pn−1 ). Obviously, Ũ ′ is closed in U ′ × Pn−1 and the projection

prU induces an isomorphism Ũ ′ ∼→ U ′ , the inverse mapping being

p′ 7→ p′ × (t1(p
′) : · · · : tn(p′)) . Put Ũ = Ũ ′ , the closure of Ũ ′ in

U × Pn−1 . Then Ũ ′ is open and dense in Ũ . The projection prU

defines a surjective morphism σ : Ũ → U . Put E = σ−1(p) . It is a
closed subvariety in the projective space Pn−1 ' p× Pn−1 .

As Ũ ′ ' U ′ , we can glue X \ { p } with Ũ using this isomorphism
and Proposition 3.7.4. The surjection σ can also be prolonged onto X̃
and its restriction onto X̃ \ E is an isomorphism X̃ \ E ∼→ X \ { p } .
One calls σ : X̃ → X the blowing-up of the variety X at the point
p . Sometimes the variety X̃ itself is called the blowing-up of X at
p . As X̃ \E is open and dense in X̃ , σ is a birational mapping with
Dom(σ−1) ⊇ X \ { p } . Moreover, σ is a closed mapping: it is so on
Ũ as Pn−1 is complete and on X̃ \ E as it is an isomorphism there.
Certainly, neither X̃ nor σ depend on the choice of the neighbourhood
U as above. In particular, one can always diminish U (it is often useful
and we will profit from this remark).

The subvariety E ⊂ X̃ is called the exceptional subvariety or the
exceptional fibre of the blowing-up. Sometimes it is useful to note
that it can be given locally by one equation. Indeed, consider the
intersection Ũi = Ũ ∩U ×An−1

i , where, as usually, An−1
i Pn−1 is given

by the condition y 6 = 0 . The affine coordinates on An−1
i are zj = yj/yi

( j = 1, . . . , n, j 6= i ). The equations for Ũ ′ in these coordinates are
tj = zjti , hence, E ∩ Ũi is defined (inside Ũi ) by the unique equation
ti = 0 .

Exercises 4.4.1. Let σ : X̃ → X be a blowing-up at a point p .
Prove that:
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(1) If X is complete, X̃ is also complete.
(2) If X is projective, X̃ is also projective.
(3) If the point p is singular, E 6= Pn−1 .

Hint : Take a homogeneous polynomial F of degree k
such that F (t1, t2, . . . , tn) ∈ mk+1 . Suppose that F = tk1 +∑k

i=2 tiFi and get a non-trivial equation for E ∩ An−1
1 .

Though the blowing-up has been defined using a fixed set of gener-
ators of m , it does not depend on this special set.

Proposition 4.4.2. The blowing-up does not depend on the choice
of generators of m . More precisely, if { y1, y2, . . . , ym } is another set
of generators of m and τ : Y → X is the blowing-up constructed via
this choice of generators, there is a unique isomorphism ϕ : X̃ → Y
such that σ = τ ◦ ϕ .

Proof. The uniqueness of ϕ follows from the fact that both σ
and τ are birational, i.e., having inverse on an open dense subset of
X .

First suppose that both { t1, t2, . . . , tn } and { t′1, t′2, . . . , t′m } are
minimal sets of generators. Then m = n and t′i =

∑n
j=1 aijti for some

elements aij ∈ OX,p such that det(aij) /∈ m . One may suppose that
aij ∈ OX(U) and det(aij) is nowhere zero on U , hence, invertible
in OX(U) . Define the automorphism ψ of U × Pn−1 mapping p′ ×
(ξ1 : · · · : ξn) of p′ × (ξ′1 : · · · : ξ′n) , where ξ′ =

∑n
j=1 aij(p

′)ξi .

One easily checks that its restriction onto U ′ × Pn−1 maps Ũ ′ onto
W ⊆ U ′ × Pn−1 , where

W =
{
p′ × (y1 : · · · : yn) | p′ 6= p and t′i(p

′)yj = t′j(p
′)yi

for all i, j = 1, . . . , n } .

As τ−1(U) is the closure of W in U ′ × Pn−1 , ψ induces an isomor-
phism of Ũ onto τ−1(U) . This isomorphism can obviously be pro-
longed up to an isomorphism ϕ : X̃ → Y . Its definition guarantees
that σ = τ ◦ ϕ .

Now suppose that the system of generators { t1, t2, . . . , tn } is not
minimal. Then, up to permutation of indices, tn =

∑n−1
i=1 aiti for some

ai ∈ OX,p . One may again suppose that ai ∈ OX(U) . Then, for

every point p′ × (ξ1 : · · · : ξn) ∈ Ũ ′ , the equality ξn =
∑n−1

i=1 ai(p
′)ξi

holds. Therefore, it holds also for every point p × (ξ1 : · · · : ξn)
from E . Identify Pn−2 with the hyperplane of Pn−1 given by the
equation yn =

∑n−1
i=1 αiyi , where αi = ai(p) , and consider y1, . . . , yn−1

as homogeneous coordinates on this hyperplane. Then one easily sees
that the blowing-up defined via the generators t1, t2, . . . , tn−1 coincide,
under this identification, with X̃ . It accomplishes the proof. �
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Let Y be a subvariety of X containing p . Then the same ele-
ments t1, t2, . . . , tn generate the maximal ideal of OY,p , so we can use

them to construct the blowing-up Ỹ of Y at the point p . Then the
construction above immediately implies that Ỹ is indeed a subvariety
of X̃ such that σ−1(Y ) = Ỹ ∪ E .

In what follows, we suppose that { t1, t2, . . . , tn } is a minimal set
of generators of m . Consider some examples. Start with the simplest
case.

Proposition 4.4.3. If p is a regular point of X , then E = Pn−1

and every point of E is regular on X̃ . In particular, if X is smooth,
so is X̃ .

Proof. As p only belongs to one component of X (cf. Corol-
laryopenreg), we may suppose X irreducible and n = dimX . Let
q ∈ Pn−1 . Changing coordinates (which corresponds to the change of
generators of m ), one may suppose that q = (1 : 0 : · · · : 0) . Consider
the subvariety Y ⊆ X given by the equations ti = 0 ( i = 2, . . . , n ).
By Corollary 4.2.8, p is a regular point of Y and dimp Y = 1 . If

p′ × (ξ1 : · · · : ξn) ∈ Ỹ \ E , then ti(p
′) = 0 and t1(p

′) 6= 0 implies
that ξi = 0 for i = 2, . . . , n . Hence, the same is valid for any point
of Ỹ ∩ E , i.e., there is only one point in this intersection, namely, q .
Thus E = Pn−1 .

Put Ũi = Ũ ∩ An−1
i , and Ũ ′

i = Ũi \ E where, as usually, An−1
i

denotes the subset of Pn−1 given by the inequality yi 6= 0 . The affine
coordinates on An−1

i are zj = yj/yi ( j = 1, . . . , n, j 6= i ). On Ũ ′
i ti =

t1zi , hence, it is also valid on Ũi . The point p×q (as above) belongs to
Ũ1 and zj(q) = 0 . Any rational function f on Ũ1 can be considered as
a rational fraction from K(U)(z2, . . . , zn) . In particular, if f ∈ OŨ ,p×q ,
its denominator is non-zero at this point. Such a function can always be
written as f = a+

∑n
j=2 zjfj , where a ∈ K(U) . If f(p× q) = 0 , then

a(p) = 0 , whence a =
∑n

i=1 biti = t1(b1 +
∑
i = 2nbizi . Therefore,

f ∈ 〈 t1, z2, . . . , zn 〉 , so mX̃,p×q = 〈 t1, z2, . . . , zn 〉 . As n = dim X̃ , this

point is regular on X̃ . �

Suppose now that X ⊂ A2 is an affine curve, I(X) = 〈F 〉 and
p = (0, 0) . Then m = 〈x, y 〉 (further, they are the restrictions of x
and y onto X ). Let F = Fm + Fm+1 +O(m+ 2) , where Fk denotes
a form of degree k and O(m + 2) stands for a polynomial having no
terms of degrees less than m + 2 . (One calls m the multiplicity of
the point p .) Decompose Fm into a product of linear forms: Fm =∏m

i=1(βix − αiy) for some αi, βi ∈ K . We call the points (αi : βi) of
P1 the roots of Fm . They are indeed those points from P1 , for which
Fm(αi, βi) = 0 . Consider again X̃i = X̃ ∩ (X × A1

i ) ( i = 1, 2 ). The
coordinate on A1

1 is z = y2/y1 and, for points from X̃1 , y = tx . So,
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the equations of Ũ ′
1 are:

y = zx ,

xmFm(1, z) + xm+1Fm+1(1, z) + xm+2G(x, z)

for some polynomial G . As x 6= 0 on Ũ ′ , the second equation can be
rewritten as

(4.4.1) F̃ (x, z) = Fm(1, z) + xFm+1(1, z) + x2G(x, z) = 0 .

Hence, (4.4.1) is just the equation of X̃1 with respect to the coordinates
x, z . In particular, X̃1 is again an affine curve. The intersection X̃1 ∩
E is given by the equation x = 0 , whence Fm(1, z) = 0 . Moreover,
given a point q = (0, η) from E ,

∂F̃/∂x(q) = Fm+1(1, η) ;

∂F̃/∂z(q) = ∂F/∂y(1, η) .

Therefore, this point is regular if and only if either ∂F/∂y(1, η) 6= 0
or Fm+1(1, eta) 6= 0 . The former equation just means that η is am
ordinary root of Fm(1, z) , or, the same, (1 : η) is an ordinary root of
Fm(x, y) . Certainly, the same is valid for X̃2 as well, which gives us
the following result.

Proposition 4.4.4. In the above notations, the points of E are
just p× (αi : βi) ( i = 1, . . . ,m ). Such a point is regular on X̃ if and
only if either (αi : βi) is an ordinary root of Fm or Fm+1(αi, βi) 6= 0 .

The point p = (0.0) is called an ordinary m-tuple point if Fm has
no multiple roots, i.e., all points (αi : βi) are pairwise different.

Corollary 4.4.5. If p is an ordinary m-tuple point of the curve
X , then the exceptional fibre E consists of m different regular points.

One can note that the equation (4.4.1) is “better” than that of the
curve X . Indeed, if Fm 6= ym , the new equation contains z in a
smaller degree than m . Hence, the multiplicity of the new points are
smaller than m . If Fm = ym , F̃ contains x in a smaller degree than
F .his observation implies the following corollary.

Corollary 4.4.6. Let X be a plane curve. There is a sequence
of blowing-ups:

X = X0
σ1←− X1

σ2←− X2 . . .
σk←− Xk

such that Xk is a smooth curve. Moreover, one can choose for σi an
arbitrary blowing-up at a singular point of Xi−1 .

Example 4.4.7. One says that a plane curve X ⊂ A2 has a singu-
larity if type An at the origin if I(X) = 〈F 〉 , where, under a certain
choice of coordinates, F = y2 + xn+1 + O(n + 2) (n > 0 ; if n = 1
it is just an ordinary double point, or node). In this case E consists
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of a unique point and its equation in the neighbourhood of this point
is z2 + xn−1 +O(n) . In other words, this new point is a singularity of
type An−2 (if n ≤ 2 , this point is regular).

Exercise 4.4.8. (1) Suppose that X ⊂ An is a hypersurface,
I(X) = 〈F 〉 with F = Fm+Fm+1+O(m+2) , where Fm and
Fm+1 are homogeneous polynomials of degrees, respectively,
m and m + 1 . Prove that E = PV (Fm) and a point ξ =
(ξ1 : · · · : ξn) ∈ E is regular on X̃ if and only if either
∂Fm/∂xi(ξ1, . . . ξn) 6= 0 for some i or Fm+1(ξ1, . . . , ξn) 6= 0 .

(2) Let X ⊂ A2 be an affine curve, I(X) = 〈F 〉 . The point p
is called a singularity of type Dn (n > 3 ) if, under a proper
choice of coordinates in A2 , F = xy2 − xn−1 + O(n) . Show
that in this case X̃ is smooth if n ≤ 5 and has a unique
singular point, which is a singularity of type An−5 , if n > 5 .

(3) Let X = V (xy2 − z2) ⊂ A3 . Show that X̃ contains an affine
open subset isomorphic to X (under this isomorphism the
point p ∈ X corresponds to some point of E ).

(4) Let X ⊆ An be a cone, i.e., I = I(X) be a homogeneous
ideal. Prove that E = PV (I) and a point ξ ∈ E is regular
on X̃ if and only if it is regular on E .

(5) Denote by Sd the set of all homogeneous polynomials F of de-
gree d from K[x1, . . . , xn ] such that F (t1, t2, . . . , tn) ∈ md+1

and S =
⋃∞

d=1 Sd (cf. Exercise 4.3.6). Prove that E '
PV (S) ⊂ Pn−1 (i.e., E is the “projectivization” of the tan-
gent cone to X at p ).

4.5. Complete local rings

Every local noetherian ring A with the maximal ideal m can be
considered as a topological ring with respect to the so called m-adic
topology. The base of open sets in this topology is formed by the cosets
a + mk ( a ∈ A, k ∈ N ). One can easily check that they satisfy
the properties of a base of topology. Moreover, Artin–Rees Theorem
guarantees that this topology is Hausdorff : if a 6= b , there is k such
that a−b /∈ mk , hence, (a+mk)∩(b+mk) = ∅ . One can even consider
A as a metric space. Namely, put o(a) = sup

{
k | a ∈ mk

}
∈ N∪{∞}

(certainly, o(a) = ∞ means that a = 0 ) and define the distance
between a and b as d(a, b) = 2−o(a) (putting 2∞ = 0 ). One checks
easily that it is indeed a distance generating the above defined topology.
This metric is indeed an ultrametric, which means, by definition, that
d(a, c) ≤ min { d(a, b), d(b, c) } . In particular, a series

∑∞
k=0 ak with

ak ∈ A is a Cauchy series if and only if o(ak)→∞ when k →∞ .
Usually, so defined metric space is not complete. For instance, if

A = OA1,0 , any series
∑∞

k=0 λkx
k (x being the coordinate on A1 ) is a

Cauchy series, but it converges in A if and only if the sequence of the
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coefficients λk is periodic (as the limit should be a rational function in
x ). One can check that it is always the case if A = OX,p for a point
p of an algebraic variety X of positive dimension.

It is often useful to consider the completion of the ring A in m-adic
topology. One can give a pure algebraic description of it using the no-
tion of inverse limit. Indeed, consider the factor-rings Ak = A/mk and

natural surjections πk : Ak → Ak−1 . The inverse limit Â = lim←−k
Ak

is, by definition, the set of all sequences (a1, a2, . . . , an, . . . ) , where
ak ∈ Ak and πk(ak) = ak−1 , with the addition and multiplication
defined coordinate-wise. Certainly, any element a ∈ A defines such a
sequence if we put ak = a+mk . So we get a homomorphism A→ Â ,
which is indeed an embedding (by Artin–Rees Theorem). The ring Â
is again local: its unique maximal ideal m̂ consists of all sequences
(ak) with a1 6= 0 (then ak 6≡ 0 (mod m) for all k , i.e., all ak are in-
vertible). Moreover, m̂k consists of all sequences with ak = 0 , hence,
m̂k ∩A = mk , i.e., the m-adic topology coincides with the restriction

on A of the m̂-adic one. A sequence a(l) = (a
(n)
k ) of elements of Â is

a Cauchy sequence if and only if the coordinate a
(l)
k stabilizes for every

k , i.e., there is a number l0 such that a
(l)
k = a

(l0)
k for all l > l0 . Then

the element a whose coordinates are these “limit” values, is, obviously,
the limit of a(l) . Therefore, Â is complete. One can see that A is
dense in Â , so Â is the completion of A . Usually, we prefer this
description of the m-adic completion, as it is much easier to deal with.
Note that this definition n implies immediately that A/mk ' Â/m̂k

for all k .
In the case, when A = OX,p , one denotes the completion Â by

ÔX,p .

Examples 4.5.1. (1) If A = OX,p , where p is a regular point,
m = 〈 t1, t2, . . . , tn 〉 , where n = dimpX , the completion

Â can be identified with the algebra of formal power series
K[[x1, . . . , xn ]] . Namely, every series F =

∑∞
d=0 Fd , where

Fd is a homogeneous polynomial of degree k , defines an ele-
ment (ak) of Â such that ak = F |k(t1, t2, . . . , tn) , where F |k
denotes

∑
d<k Fd . On the other hand, Theorem 4.2.6 implies

that

A/mk ' K[x1, . . . , xn ]/〈x1, x2, . . . , xn 〉
' K[[x1, . . . , xn ]]/〈x1, x2, . . . , xn 〉 ,

i.e., every element from Â can be obtained in this way.
(2) Suppose now that A = OX,p , where X ⊆ An is an affine va-

riety and p is the origin. Then one easily sees that Â '
K[[x1, . . . , xn ]]/I(X)K[[x1, . . . , xn ]] . It follows again from
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the isomorphism

K[x1, . . . , xn ]/〈x1, x2, . . . , xn 〉 ' K[[x1, . . . , xn ]]/〈x1, x2, . . . , xn 〉
and the fact that I =

⋂∞
k=1(I + mk) (cf. Corollary 4.2.4).

Definition 4.5.2. Two local noetherian rings A and B are said
to be analytically equivalent if Â ' B̂ . In particular, one says that the
varieties X and Y are analytically equivalent in the neighbourhoods
of the points, respectively, p and q if ÔX,p ' ÔY,q . In this case we
write (X, p) ∼̂ (Y, q) .

Example 4.5.3. If the points p ∈ X and q ∈ Y are regular and
dimpX = dimq Y , then (X, p) ∼̂ (Y, q) .

The following result is of great use both in algebraic geometry and
in number theory.

Theorem 4.5.4 (Hensel’s Lemma). Let A be a complete local ring
with the maximal ideal m , F ∈ A[x1, . . . , xn ] be a polynomial and
a = (a1, a2, . . . , an) be an n-tuple of elements of A such that:

(1) F (a) ≡ 0 (mod m2k+1) .
(2) J = 〈 ∂F/∂x1(a), . . . , ∂F/∂xn(a) 〉 ⊇ mk .

Then there is an n-tuple b = (b1, b2, . . . , bn) such that F (b) = 0 and
b ≡ a (mod mk+1) , i.e. bi ≡ ai (mod mk+1) for all indices i .

Proof. We construct recursively a sequence of n-tuples a(l) , for
all l ≥ k , such that:

(1) b(k) = a .
(2) b(l+1) ≡ b(l) (mod ml) for every l .
(3) F (b(l)) ≡ 0 (mod mk+l+1) for every l .

As A is complete, there is an n-tuple b such that b ≡ b(l) (mod ml)
for every l . Then, in particular, b ≡ a (mod mk) and F (b) ≡ 0
(mod ml) for every l , whence F (b) = 0 .

Suppose b(l) constructed. Then F (b) ∈ mk+l+1 ⊆ Jml+1 , thus,
there is an n-tuple h = (h1, h2, . . . , hn) such that hi ∈ ml+1 and
F (b(l)) = −

∑n
i=1 ∂F/∂xi(a)hi . Note that ∂F/∂xi(a) ≡ ∂F/∂xi(b

(l))
(mod mk+1) . Hence, putting b(l+1) = b(l) + h , we get:

F (b(l+1)) = F (b(l))+
n∑

i=1

∂F/∂xi(b
(l))hi+

∑
i,j

cijhihj ≡ 0 (mod mk+l+2) ,

as necessary. �

Example 4.5.5. We apply this result to the case of isolated hy-
persurface singularities. Namely, let X ⊂ An be a hypersurface,
I = I(X) = 〈F 〉 . Suppose that the origin p = (0, . . . , 0) is a singular
point on X , which means that F = O(2) . Denote by Fm the homoge-
neous part of F of degree m . Moreover, suppose that this singularity
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is isolated, i.e., there is a neighbourhood U 3 p containing no more
singular points. It means that V (F, ∂F/∂x1, . . . , ∂F/∂xn) ∩ U = { p }
or, the same (in view of Hilbert Nullstellensatz), the ideal in the lo-
cal ring A = OX,p generated by the images of ∂F/∂xi contains some
power mk of the maximal ideal m . Let t1, t2, . . . , tn denote the images
of the affine coordinates x1, x2, . . . , xn in A , t = (t1, t2, . . . , tn) . Con-

sider the polynomial F̃ =
∑2k

i=2 Fi ∈ A[x1, . . . , xn ] . Then F̃ (t) ≡ 0
(mod mk) . Moreover,

∂F̃/∂xi(t) ≡ ∂F/∂xi(t) (mod m̂2k+1) ,

hence, 〈 ∂F̃/∂x1(t) 〉 ⊇ m̂k too. By Hensel’s Lemma, there are ele-

ments t′i ∈ Â such that F̃ (t′1, t
′
2, . . . , t

′
n) = 0 and t′i ≡ ti (mod m̂k+1) .

Then t′1, t
′
2, . . . , t

′
n generate m̂k , so they can also be used for expansion

of elements of Â into power series. But as Â is complete, any power se-
ries defines an element of Â . It means that Â ' K[[x1, . . . , xn ]]/〈 F̃ 〉 .
So, (X, p) ∼̂ (X ′, p) , where I(X ′) = 〈 F̃ 〉 . In other words, considering
an isolated hypersurface singularity, one can always omit the terms of
the defining relation of big enough degrees (starting from 2k+1 in the
above situation).

Corollary 4.5.6. Suppose that p is a singular point of a hyper-
surface X ⊂ An such that, if I(X) = 〈F 〉 , the matrix (∂2F/∂xi∂xj)
is invertible. If charK 6= 2 , (X, p) ∼̂ (C, 0) , where C is the quadratic
affine cone C = V (

∑n
i=1 x

2
i ) .

Proof. One can suppose that p is also the origin, i.e., F =
O(2) . A change of coordinates allows to put F2 =

∑2
i=1 x

2
i . Then

〈 ∂F/∂x1, ∂F/∂x2, . . . , ∂F/∂x 〉 = m and we can apply Example 4.5.5.
�

Exercises 4.5.7. In all these exercises X denotes a hypersurface
in An and we suppose that p = (0, . . . , 0) ∈ X is a singular point
of X . Let I(X) = 〈F 〉 . Then F = F2 + · · · + Fm , where Fk is
homogeneous of degree k . Write O(m) for a polynomial having no
terms of degrees less than m .

(1) (“Formal Morse’s Lemma”). Let r = rkF2 (the rank of the
matrix of the quadratic form F2 ). Prove that (X, p) ∼̂ (Y, p) ,
where I(Y ) = 〈

∑r
i=1 x

2
i +G(xr+1, . . . , xn) 〉 . (Certainly, G =

O(3) .)
(2) Suppose that p is a singularity of type Ak , i.e., n = 2 and

F = y2 + xk+1 +O(k + 2) . Prove that (X, p) ∼̂ (Y, p) , where
I(Y ) = 〈 y2 + xk+1 〉 .

(3) Prove that an ordinary multiple point of a plane curve is ana-
lytically equivalent to its tangent cone.



CHAPTER 5

Intersection theory

This chapter is the shortest one. It only contains the first steps
towards the intersection theory. Namely, we consider the intersections
of projective varieties in the projective space. The resulting point is
certainly Bezout Theorem generalizing the elementary fact that a poly-
nomial (in one variable) has as many roots as its degree; of course, if
we calculate them with the “corresponding multiplicities.” Indeed, the
main problem here is to define well what “corresponding multiplicities”
mean.

Definitions 5.1. (1) A graded ring is a ring A together with
a direct decomposition of its additive group: A =

⊕∞
k=0 Ak ,

such that AkAl ⊆ Ak+l for all k, l .1

(2) A graded module over a graded ring A is an A-module M
together with a direct decomposition of its additive group:
M =

⊕+∞
k=−∞ , such that AkMl ⊆Mk+l .

Elements from Ak or Mk are called homogeneous of de-
gree k . Usually considering elements from a graded ring or
module we suppose them homogeneous. For an arbitrary ele-
ment u ∈M , its homogeneous components are, by definition,
such elements uk ∈Mk that u =

∑
k uk . (They are uniquely

defined and almost all zero.)
(3) A submodule N of a graded module M (in particular, an

ideal of a graded ring itself) is called homogeneous if N =⊕
k(N ∩ Mk) or, the same, whenever an element a (non-

homogeneous!) belongs to N , all its homogeneous compo-
nents belong to N as well. We always consider such a sub-
module as a graded module putting Nk = N ∩Mk .

(4) For a graded module M , the shifted module M(m) is de-
fined as the same module, but with a new grading: M(m)k =
Mk+m .

Example 5.2. The polynomial algebra K[x ] = K[x0, x1, . . . , xn ]
can be considered as a graded one if we denote by K[x ]k the set of
homogeneous polynomials of degree k (including zero). We always

1Sometimes more general notion of graded ring is considered, when the index
k runs through a semi-group; in particular, the case k ∈ Z often occurs. Evident
changes in the definitions can be easily made by a reader.

96
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consider K[x ] with this grading (though in some questions it can
happen useful to endure other grading on it).

If N ⊆M is a homogeneous submodule, the factor-module M/N
can also be considered as a graded one: M/N =

⊕
k Mk/Nk . In par-

ticular, if I ⊆ A is a homogeneous ideal, the factor-ring A/I is again
a graded ring. If a graded module M is finitely generated, one can
always choose a finite generating set of M consisting of homogeneous
elements (just taking non-zero homogeneous components of an arbi-
trary generators). Therefore, there is an index k0 such that Mk = 0
for k < k0 (take the minimal degree of homogeneous generators).

It follows from the definition that A0 is a subring of A and all
components Ak as well as all components Mk of a graded A-module
M are A0-modules.

We usually consider the case when A is indeed a graded K-algebra
(then, of course, all Ak are supposed to be subspaces). Moreover, we
mostly deal with such graded algebras that A0 = K ; they are called
connected graded K-algebras.

Example 5.3. Our main examples are related to projective vari-
eties. If X ⊆ Pn is a projective variety, the ideal I(X) is a homo-
geneous ideal in K[x ] . Put Kh[X ] = K[x ]/I(X) and call Kh[X ]
the graded coordinate algebra of X . Indeed, it depends not only on X
but also on the embedding X ⊆ Pn (cf. Exercise refex2-7(9)).

The following proposition is quite obvious.

Proposition 5.4. Suppose that A is a finitely generated graded
K-algebra, M be a finitely generated graded A-module. Then dimKMk

<∞ for every k .
In this situation the function hM(k) = dimKMk is called the

Hilbert function of the module M .

Examples 5.5. (1) For M = A = K[x0, x1, . . . , xn ] , one has
hM(k) =

(
k+n

n

)
. So, it is a polynomial with the leading coeffi-

cient 1/n! .
(2) Let now M = A = K[x0, x1, . . . , xn ]/〈F 〉 , where F is a

homogeneous polynomial of degree m . Then

hM(k) =

{(
k+n

n

)
if k < m(

k+n
n

)
−

(
k−m+n

n

)
if k ≥ m

So, for k ≥ m , hM(k) coincides with a polynomial, whose
leading coefficient coincides with that of xn/n!− (x−m)/n! ,
which is m/(n− 1)! .

We are going to prove that these examples are quite typical. Namely,
we say that two functions f, g : Z → Z coincide for big enough k if
there is k0 such that f(k) = g(k) for all k ≥ k0 . We denote by s the
graded algebra K[x0, x1, . . . , xn ] .
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Theorem 5.6 (Hilbert–Serre’s Theorem). Let M be a finitely gen-
erated graded S-module. Denote d(M) = dimPV (AnnSM) . Then
there is a polynomial HM(x) ∈ Q[x] of degree d = d(M) such that
hM(k) = HM(k) for big enough k . Moreover, the leading coefficient
of HM(x) is e/d! for some positive integer e .

The polynomial HM is called the Hilbert polynomial of the module
M and the integer e is called the degree of the module M and denoted
degM . If M = S/I(X) , where X ⊆ Pn is a projective variety, HM

is called the Hilbert polynomial of the variety X and denoted by HX ,
while degM is called the degree of the variety X and denoted by
degX .

The examples above show that deg Pn = 1 , while for a hyper-
surface X ⊂ Pn , degX = degF , where I(X) = 〈F 〉 . Remind
that both Hilbert polynomial and the degree of a projective variety
are not invariants of this variety itself, but further of its embedding
into a projective space. For instance, P1 ' C , where C ⊂ P2 is an
irreducible conic, but deg P1 = 1 , while degC = 2 .

Remark. Let
√

AnnM =
⋂s

i=1 pi be the prime decomposition of√
AnnM . Then PV (AnnM) =

⋃s
i=1 PV (pi) is the irreducible de-

composition of the variety PV (AnnM) . Hence, dimPV (AnnM) =
maxi dimPV (pi) = maxi(n − ht pi) (cf. Theorem 3.5.1 and Proposi-
tion 3.5.10). Note that p1, p2, . . . , ps are just the minimal among the
prime ideals containing AnnM .

First we establish some properties of polynomials from Q[x] having
integral values in all integral points. We call such polynomials the
numerical polynomials.

Lemma 5.7. (1) If f ∈ Q[x] is a numerical polynomial of de-
gree d , there are integers ci such that

f(x) =
d∑

i=0

ci

(
x+ i

i

)
.

(In particular, the leading coefficient of f is cdx
d/d! with

integral cd .)
(2) If h : N → Z is a function such that, for big enough k , the

difference function ∆h(k) coincides with a numerical poly-
nomial, then h(k) also coincides, for big enough k , with a
numerical polynomial.

Proof. We prove both 1 and 2 together using, for 1, the induction
by d = deg f . The claim 1 is trivial for d = 0 . Now suppose that
1 is true for polynomials of degree d− 1 and let ∆h(k) coincide, for
k ≥ k0 , with a numerical polynomial g(x) of degree d . Then, by the
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induction hypothesis,

g(x) =
d−1∑
i=0

ci

(
x+ i

i

)
for some integers ci . Put

f(x) =
d∑

i=1

ci−1

(
x+ i

i

)
+ h(k0)−

d∑
i=1

ci−1

(
k0 + i

i

)
.

Then ∆f(x) = g(x) and f(k0) = h(k0) , hence, f(k) = h(k) for all
k ≥ k0 . �

Proof of Theorem 5.6. We use the induction on d(M) . First

consider the case d(M) = −1 (i.e., M = ∅ ) or, the same,
√

AnnM =
I+ = 〈x0, x1, . . . , xn 〉 (cf. Theorem 2.1.3). Then Im

+M = 0 for some
m , which evidently implies that Mk = 0 for big enough k (namely, for
k > m + k0 , where k0 is the biggest integer such that Mk0 contains
elements from a chosen generating set). Thus, hM(k) = 0 for big
enough k .

Now suppose that the theorem holds for modules N with d(N) =
d(M)−1 . Consider the case, when M = S/p for a prime homogeneous
ideal p 6= I+ . Choose xi /∈ p . Then the multiplication by xi is a
monomorphism M(−1) → M . (We should write M(−1) here as,
if u ∈ Mk , xiu ∈ Mk+1 and M(−1)k+1 = Mk .) So M contains
a submodule xiM ' M(−1) . Put N = M/xiM . Then hN(k) =
hM(k) − hM(−1)(k) = ∆hM(k) . On the other hand, AnnN = p +
〈xi 〉 , so, by Krull Hauptidealsatz, for any minimal prime ideal q ⊇
AnnN , ht q = ht p + 1 , whence d(N) = d(M)− 1 . By the inductive
hypothesis, hN(k) = HN(k) for big enough k , where HN(k) is a
numerical polynomial of degree d(N) , so, by Lemma 5.7, hM(k) =
HM(k) for big enough k , where HM(k) is a numerical polynomial of
degree d(M) .

The rest of the proof relies on the following lemma, which is also
useful in many other situations.

Lemma 5.8. Let A be a graded noetherian ring, M be a finitely
generated graded A-module. There is a finite filtration

(5.1) M = M0 ⊃M1 ⊃M2 ⊃ . . . ⊃Ml = 〈 0 〉 ,
where Mi are homogeneous submodules and, for every i = 1, . . . l ,
Mi−1/Mi ' A/pi(mi) for some homogeneous prime ideals pi and some
integers mi .

Such a filtration will further be called a “good filtration.”

Having a good filtration in a finitely generated S-module M , we
are able to calculate hM(k) as

∑l
i=1 hNi

(k) , where Ni = S/pi(mi) . As
we have proved above, each summand coincides, for big enough k , with
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a numerical polynomial Hi(k) of degree n− ht pi . Therefore, hM(k)
coincides, for big enough k , with the numerical polynomial HM(k) =∑l

i=1Hi(k) . Note now that AnnM ⊆ AnnMi−1/Mi = pi for each i
and AnnM ⊇ p1p2 . . . pl . Hence, a prime ideal p contains AnnM if
and only if it contains one of pi . Thus, d(M) = maxi {n− ht pi } =
degHM(k) , which accomplishes the proof of the theorem. �

Proof of Lemma 5.8. Consider the annihilators of all non-zero
homogeneous elements of M . They are proper homogeneous ideals
in A . As A is noetherian, this set contains a maximal element I =
Ann v0 . We show that I is prime. Indeed, let ab ∈ I but a /∈ I .
Certainly, we can choose a and b homogeneous. Then av0 6= 0 but
(I+〈 b 〉)(av0) = 0 . As I is maximal among annihilators, b ∈ I . Thus,
if v ∈ Mm , 〈 v0 〉 ' A/I(m) , i.e., every (non-zero) finitely generated
graded A-module M contains a submodule of the shape A/p(m) .
As M is noetherian, one can choose a maximal submodule N ⊆ M
having a good filtration. If M/N 6= 〈 0 〉 , this factor-module has a
submodule of the shape A/p(m) , so, the preimage of this submodule
in M is a bigger submodule N ′ ⊃ N having a good filtration, which
is impossible. Hence, N = M and the lemma has been proved. �

A good filtration of a module M constructed in Lemma 5.8 is
not unique. Nevertheless, if p is a minimal prime ideal containing
AnnM , the multiplicity of A/p as of factor of this filtration is uniquely
determined as the following lemma shows.

Lemma 5.9. Let M = M0 ⊃ M1 ⊃ . . . ⊃ Ml = { 0 } be a good
filtration of a graded A-module M as in Lemma 5.8 and p be a min-
imal prime ideal containing AnnM . Then the number multp(M) =
# { i | pi = p } does not depend on the choice of a good filtration.

This number is called the multiplicity of p in M .

Proof. For any A-module M and any multiplicative subset S ⊆
A , one defines the A[S−1 ]-module M [S−1 ] as the set of “formal
fractions” { v/s | v ∈M, s ∈ S } with just the same rules as for the
ring of fractions, namely:

v

s
=
u

t
if and only if there is r ∈ S such that rtv = rsu ;

v

s
+
u

t
=
tv + su

st
;

a

s
· u
t

=
au

st
.

(In the last line a/s ∈ A[S−1 ] .) One easily check that these rules are
indeed consistent and define an A[S−1 ]-module. Moreover, if N ⊆
M is a submodule, then N [S−1 ] is a submodule in M [S−1 ] and
M [S−1 ]/N [S−1 ] ' M/N [S−1 ] . (They say that this procedure, or
the “functor” M 7→M [S−1 ] is exact.)
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We consider the case when S = A \ p and write Mp instead of
M [S−1 ] . Let N = A/q for some prime q . If q 6⊆ p , there is s ∈ q\p ,
so, for every v ∈ m , sv = 0 implies that v/t = 0 in Np for all t , i.e.,
Np = { 0 } . On the contrary, if N = A/p , then Np ' Ap/pp is the
simple Ap-module.

Now, given a good filtration of m , we get a filtration Mp = M0p ⊇
M1p ⊇ . . . ⊇ Mlp = { 0 } with the factors (A/pi)p . But whenever
pi 6= p , one also has pi 6⊂ p (as p is minimal). Hence, the only
non-zero factors of the latter filtration are those with pi = p and all
of them are simple Ap-modules. Thus, multp(M) coincides with the
length of the Ap-module Mp , which certainly does not depend on the
filtration. �

Let now X, Y ⊆ Pn be projective varieties. One knows that
X ∩ Y = PV (I(X) + I(Y )) . Denote by M(X.Y ) the factor-module
S/I(X)+ I(Y ) . Then the irreducible components of X ∩Y are of the
form PV (p) , where p runs through minimal prime ideals containing
I(X) + I(Y ) = AnnM(X.Y ) . For every such component Z = PV (p)
put mult(X.Y ;Z) = multp(M(X.Y )) . This number is also called the
multiplicity of Z in the intersection X ∩ Y . A good filtration (5.1) of
the module M = M(X.Y ) gives the equality for the Hilbert polyno-
mial:

HM(x) =
∑

Z

mult(X.Y ;Z)HZ(x) ,

where Z runs through irreducible components of X ∩ Y . If we are
interested in the degree of M(X.Y ) , we only have to consider the
components of the biggest degree in this formula, whence

(5.2) deg(M(X.Y )) =
∑

Z

mult(X.Y ;Z) degZ ,

where Z runs through irreducible components of X ∩ Y such that
dimZ = dimX ∩ Y .

Example 5.10 (Bezout’s Theorem). Consider the case, when Y is
a hypersurface of degree m , i.e., I(Y ) = 〈F 〉 with degF = m . We
suppose, moreover, that Y contains no component of X , which means,
in view of Hilbert Nullstellensatz, that the image of F in S/I(X) is
non-zero divisor. Hence, we have an exact sequence

0 −→ S/I(X)(−m)
F−→ S/I(X) −→M(X.Y ) −→ 0 ,

which gives: HM(x) = HX(x) − HX(x − m) , where M = M(X.Y ) .
Hence, the leading coefficient of HM coincides with that of exd/d! −
e(x−m)d/d! , where d = dimX , e = degX . So, degM = em , which
gives, together with (5.2), the following formula, known as “Bezout’s
Theorem”:

(5.3)
∑

Z

mult(X.Y ;Z) degZ = degX deg Y ,
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where Z runs through all components of the intersection X∩Y whose
dimension is dimX − 1 .

Bezout’s Theorem becomes especially simple if X and Y are both
plane curves, i.e., n = 2 , I(X) = 〈G 〉 , I(Y ) = 〈F 〉 , where F and
G have no common divisors. Then, in (5.3), all Z are just points, so,
degZ = 1 , whence:∑

p∈X∩Y

mult(X.Y ; p) = degX deg Y .

This is the classical Bezout’s Theorem for the “number of roots of a
system of two non-linear equations”. Note that, as often, to get a
“good” form of the theorem, we should introduce “infinite points,” i.e.,
to pass from affine to projective spaces, as well as to do some job to
prescribe the “correct” multiples to the roots.

Exercises 5.11. Define the multiplicity in multiple intersections
mult(X1.X2. . . . .Xk;Z) and prove analogues of the formula (5.2) and
of Bezout Theorem. In particular, for n hypersurfaces X1, X2, . . . , Xn

in Pn in “general position” prove that∑
p∈

⋃n
i=1 Xi

mult(X1.X2. . . . .Xk; p) = degX deg Y .

(“General position” means here that dim
⋃n

i=1Xi = 0 .)
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