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Symmetry properties of the one-dimensional Fokker–Planck equations with arbitrary coeffi-
cients of drift and diffusion are investigated. It is proved that the group symmetry of these
equations can be one-, two-, four- or six-parametric and corresponding criteria are obtained.
The changes of the variables reducing Fokker–Planck equations to the heat and Schrödinger
equations with certain potential are determined.

1 Introduction

Fokker–Planck equation (FPE) is a basic equation in the theory of continuous Markovian pro-
cesses. In an one-dimensional case FPE has the form [1, 2]

L =
∂u

∂t
+

∂

∂x
[A(t, x)u] − 1

2
∂2

∂x2
[B(t, x)u] = 0, (1)

where u = u(t, x) is the probability density, A(t, x) and B(t, x) are differentiable functions
meaning coefficients of drift and diffusion correspondingly.

We investigated symmetry properties of the equation (1) under the infinitesimal basis oper-
ators [3–5]

X = ξ0(t, x, u)
∂

∂t
+ ξ1(t, x, u)

∂

∂x
+ η(t, x, u)

∂

∂u
. (2)

The symmetry operators are defined from the invariance condition

X̂
2
L

∣∣∣
L=0

= 0, (3)

where X̂
2

is the second prolongation of the operator X, which is constructed according to the

formulae [3–5]. From the condition of invariance (3), equating coefficients by a function u and
its derivatives ux, utt, utx, uxx (ut can be expressed from equation (1)) to zero it is possible to
determine the following system of equations on functions ξ0, ξ1, η:

ξ0 = ξ0(t), ξ1 = ξ1(t, x), η = χ(t, x)u, 2ξ1
xB − ξ0

t B − ξ1Bx − ξ0Bt = 0,

ξ0
t (A−Bx)ξ1

t + ξ0(At −Btx) + ξ1(Ax −Bxx) − ξ1
x(A−Bx) +

1
2
Bξ1

xx = Bχx,

χt + ξ0
t

(
Ax − 1

2
Bxx

)
+ ξ0

(
Atx − 1

2
Btxx

)

+ξ1

(
Axx − 1

2
Bxxx

)
+ χx(A−Bx) − 1

2
Bχxx = 0.

(4)

Here lower indexes t, x mean differentiation on corresponding variables. Let us also introduce
the following notations ∂

∂t = ∂t, ∂
∂x = ∂x, ∂

∂u = ∂u.
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2 Criterion of invariance FPE under four-
and six-parametrical group of symmetry

In [6] following Theorem was proved:

Theorem 1. If there is a symmetry operator (2) Q �= u∂u for FPE (1) then there exists a
transformation of a form

t̃ = T (t), x̃ = X(t, x), u = v(t, x)ũ,

which reduces it to equation (1) with coefficients of drift and diffusion Ã = A(x̃), B̃ = B(x̃).
And, if ξ0 �≡ 0 then

t̃ = T (t), x̃ = ω, u = v(t, x)ũ, (5)

where T (t) =
∫

dt

ξ0(t)
, and the functions ω = ω(t, x), v(t, x) satisfy the equations:

ξ0ωt + ξ1ωx = 0, ξ0vt + ξ1vx = χv, (6)

where ω �= const is further meant as any fixed solution of the equation (6).

The consequence of this theorem is

Theorem 2. The dimension of an invariance algebra of FPE (1) can be equal to 1, 2, 4, 6.

Proof. If dimension of algebra more than 1 then equation (1) is reduced to the equation with
Ã = Ã(x̃), B̃ = B̃(x̃), but classification of such equations is known: dimension of their invariance
algebra is either 2 or 4 or 6 [7].

In work [8] it is shown that any diffusion process with coefficient of drift A(t, x) and diffusion
B(t, x) can be reduced to a process with appropriate coefficienct Ã(t, x) = A(t, x)/B(t, x) and
B̃(t, x) = 1 through random replacement of time τ(t). Using result of the theorem 1 we carry
out symmetry classification of FPE for the coefficient B(t, x) = 1 and any A(t, x) just as it was
made in [7] for a case A = A(x) (homogeneous process). So puting in the equations (4) B = 1
it is easy to show that

ξ0 = τ(t), ξ1 =
1
2
xτ ′ + ϕ(t),

3
2
τ ′M + τMt + (

1
2
τ ′x + ϕ)Mx =

1
2
τ ′x + ϕ′′,

χ =
1
2
τ ′xA(t, x) − 1

4
x2τ ′′ − ϕ′x + ϕA(t, x) + τ

x∫
x0

∂A(t, ξ)
∂t

dξ + θ(t),

(7)

where M = At + 1
2Axx + AAx, x0 and θ(t) are arbitrary point and function correspondently.

Let us find a condition on M under wich there existes at least two the linearly independent
solutions τ(t) of the equations (7). In this case from the Theorem 2 it is followed that there
exists either 3 or 5 operators of symmetry (besides trivial u∂u). Let’s assume that Mxx �= 0.
After differentiating twice on x both parts (7) we have:

5
2
τ ′Mxx + τMtxx +

(
1
2
τ ′x + ϕ

)
Mxxx = 0. (8)
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Now if we assume that Mxxx = 0, i.e. Mxx = F (t), then the following condition takes place:

5
2
τ ′F + τF ′ = 0. (9)

For this equation there is only one linearly independent solution, therefore Mxxx �= 0. Then
from (8):

−ϕ(t) =
5Mxx + xMxxx

2Mxxx
τ ′ +

Mtxx

Mxxx
τ = h(t, x)τ ′ + r(t, x)τ.

So if (τ1, ϕ1), (τ2, ϕ2) are linearly independent then τ1, τ2 are linearly independent, and also
hxτ

′ + rxτ = 0. Thus

hxτ
′
1 + rxτ1 = 0, hxτ

′
1 + rxτ1 = 0.

As Wronskian
∣∣∣∣τ

′
1 τ1
τ ′2 τ2

∣∣∣∣ �= 0, then from this system it is followed that hx ≡ 0, rx ≡ 0, i.e.

5Mxx + xMxxx

2Mxxx
= h(t),

Mxxt

Mxxx
= r(t). (10)

From conditions (10) it is easy to deduce that

M = λ(x−H(t))−3 + F (t)x + G(t), (11)

where λ = const �= 0, H, F , G are arbitrary functions. Now notice that if Mxx = 0, M has
form (11) with λ = 0. Thus the condition (11) is necessary for the invariance algebra to have
dimension either 4 or 6. Substituting (11) in (8) and equating zero factors at x−H, (x−H)−4

and 1 we obtain the following conditions:

2τ ′F + τF ′ =
1
2
τ ′′′, λ

(
τH ′ − 1

2
τ ′H − ϕ

)
= 0,

3
2
τ ′(FH + G) + τ(F ′H + G′) + F

(
1
2
τ ′H + ϕ

)
=

1
2
τ ′′′H + ϕ′′′.

(12)

1) Let λ �= 0. Then expressing from the second equation ϕ(t) = τH ′− 1
2τ

′H and substituting
it in the third equation we have

3
2
τ ′(FH + G−H ′′) + τ(FH + G−H ′′)′ = 0.

Condition of existence of at least 2 independent solutions τ1, τ2 results in the equation FH +
G − H ′′ = 0. In this case the number of the fundamental solutions of system (12) is three.
Really, there are three linear independent solutions τ1, τ2, τ3 of the first equation (12). From
the second equation (12) ϕi is expressed through τi, i = 1, 2, 3.

2) If λ = 0 the system of the equations (12) has 5 linearly independent solution (τi, ϕi),
i = 1, 5.

So the following theorem is proved.

Theorem 3. 1) The class FPE (1) with B = 1 admitting four-dimentional algebra of invariance
is described by the condition

At +
1
2
Axx + AAx = λ(x−H(t))−3 + F (t)x + G(t), (13)
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where λ = const �= 0, G satisfies the condition

G = H ′′ − FH, (14)

F (t), H(t) are arbitrary functions.
2) The class FPE (1) with B = 1 admitting six-dimensional invariance algebra invariance is

described by condition (13) in which λ = 0, F , G are arbitrary functions.

Remark. In particular, if the coefficient A(t, x) satisfies the Burgers equation then FPE (1) is
reduced to the heat equation (see [9]).

3 Transformation of the Fokker–Planck equations
to homogeneous equations

1) It turns out that FPE (1) (B = 1), (13) at λ = 0 is reduced to the heat equation [9]. We
find the appropriate transformation (5), (6). Let τ be any solution of system (12) and τ > 0
(evidently that it is always possible to choose a solution τ(t) > 0 on some interval). From the

formulae (6), (7) it is easy to prove that ω(t, x) = τ1/2x−
t∫

t0

ϕ(ξ)τ−3/2(ξ)dt, where t0 is arbitrary

fixed point. Let us consider the transformation:

t̃ =
1
2

∫
dt

τ
,

x̃ = ω(t, x) = τ−1/2x−
t∫

t0

ϕ(ξ)τ−3/2(ξ)dξ,

u(t, x) = v(t, x)ũ(t̃, x̃).

(15)

Having substitued into (1), (13) the replacement variable (15) we come to the equation:

ũt̃ = −2τ
(
vt

v
+ Ax + A

vx

v
− 1

2
vxx

v

)
ũ

−2
(
−1

2
τ1/2τ ′x− ϕτ−1/2 + Aτ1/2 − vx

v
τ1/2

)
ũx̃ + ũx̃x̃.

(16)

Equating zero factor at ũx̃, we shall get:

v = exp


−1

4
τ−1τ ′x2 − τ1ϕx +

x∫
x0

A(t, ξ)dξ + h(t)


 , (17)

where h(t) is an arbitrary function, x0 is some fixed point. Substituting (17) into the expression
vt
v + Ax + Avx

v − 1
2

vxx
v (factor at ũ in (16)) and equating its to zero we get:

h′(t) =
1
2

[
τ−2ϕ2 − 1

2
τ−1τ1 −Ax(t, x0) −A2(t, x0)

]
, (18)

1
2
τ−1τ ′′ − 1

4
τ2(τ ′)2 = F, τ−1ϕ′ − 1

2
τ2τ ′ϕ = G. (19)
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It is easy to prove that if (τ �= 0, ϕ) is some solution of system (19) then it satisfies to system (12)
(λ = 0, M = 0). Then we have the transformation (15), where funcitons v(t, x), τ(t), ϕ(t) can
be found from (17)–(19), resulting FPE (1), (13) (λ = 0) to the heat equation

ũt̃ = ũx̃x̃. (20)

Let us notice, that the system (19) is reduced to following:

2y′ + y2 = 4F, y =
τ ′

τ
, ϕ = τ1/2

t∫
t0

τ1/2Gdt. (21)

2) We consider now FPE (1), (13) with λ �= 0. As in the case of 1) the transformation (15)
reduces this equation to the equation (16). The conditions for (16) to be FPE are the following:

Ã = Ã(ω) = −τ−1/2τ ′x− 2ϕτ−1/2 + 2Aτ1/2 − 2τ1/2 vx

v
,

Ãω = 2τ
(
vt

v
+ Ax + A

vx

v
− 1

2
vxx

v

)
,

(22)

where ω is given in (15). The first condition is equivalent to the equation

∂t̃Ã =
[
τ∂t +

(
1
2
τ ′x + ϕ

)
∂x

](
−τ−1/2τ ′x− 2ϕτ1/2 + 2Aτ1/2 − 2τ1/2 vx

v

)
= 0. (23)

Omitting intermediate calculations we give the general solution v(t, x) of equation (23):

v(t, x) = exp




x∫
x0

A(t, ξ)dξ − 1
4
τ−1τ ′x2 − τ−1ϕx + k(ω)


 , (24)

where k(ω) is an arbitrary function, x0 is some fixed point. Substituting (24) into the first
equation (22) one can prove that Ã = −k′(ω)

(
k′(ω) = dk(ω)

dω

)
. Let us substitute Ã(ω) = −k′(ω),

v(t, x) (24) in the second equation (22). Under chosen conditions

τ1/2

t∫
t0

ϕτ−3/2dt = H,
1
2
τ−1τ ′′ − 1

4
τ−2τ ′2 = F, τ−1ϕ′ − 1

2
τ−2τ ′ϕ = G, (25)

k′′ − k′2 = λω−2, (26)

the second equaiton (22) is satisfied. It is possible to choose the condition (25) because, as it
is easy to prove, any solution τ �= 0, ϕ of the given system is a particular solution of th system
equations (12), (14) that it is enough for construction of the transformation (15). System (25)
(taking into account (14)) is equivalent to:

2y′ + y2 = 4F, y =
τ ′

τ
, ϕ = τ3/2(τ−1/2H)′. (27)

Thus we have proved

Theorem 4. FP equation (1), (13), (14) with λ �= 0, invariant under four-parameter algebra
of invariance, through transformations

t̃ = T (t), x̃ = τ−1/2x− τ−1/2H(t), u = v(t, x)ũ(t̃, x̃),
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where T =
1
2

∫
dt

τ(t)
, v(t, x) has the form (24), τ �= 0 is any solution of the first equation (27),

k(ω) is a solution of the equation (26), is reduced to the equation

ũt̃ = 2k′′(ω)ũ + 2k′(ω)ũω + ũωω.

Remark. Making the replacement in last equation

t̄ = t̃, x̄ = ω, ũ = exp(k(ω))ū,

and taking into account the condition (26), we can reduce this equation to the following
Schrödinger equation:

ūt̄ = ūx̄x̄ +
λ

x̄2
ū.

Thus in the case FPE with four-parametrical group of symmetry there exists an “initial”
equation, to which they are reduced; though it is not FPE as it is in the case of the six-
parametrical group.
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