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## Classical Burgers equation

- Linearity of heat equation
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New solution of Burgers equation

$$
\begin{equation*}
u=\frac{u_{1} \operatorname{Exp}(h)+u_{2}}{\operatorname{Exp}(h)+1} \tag{7}
\end{equation*}
$$

where $u_{i}=\frac{f_{i x}}{f_{i}}, i=1,2$ are already known solutions and $h(x, t)=\log \left(f_{1} / f_{2}\right)$.
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- E2:

$$
\begin{gather*}
P^{3}(x, t)-\lambda\left(m_{1}+m_{2}+m_{3}\right) P^{2}(x, t)+3 P^{2}(x, t) Q(x, t)+2 \tau h_{t}(x, t) P_{t}(x, t)-(11)  \tag{11}\\
-2 \kappa h_{x}(x, t) P_{x}(x, t)+P(x, t)\left(B h_{t}(x, t)+\tau h_{t}^{2}(x, t)+\tau h_{t t}(x, t)+H h_{x}(x, t)+\right. \\
\left.+A Q(x, t) h_{x}(x, t)-\kappa h_{x}^{2}(x, t)-A P_{x}(x, t)-\kappa h_{x x}(x, t)\right)=0
\end{gather*}
$$
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$$
\begin{equation*}
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## Examples

- Let $m_{1}=0, M(x, t)=m_{2}, Q(x, t)=m_{1}=0$.
- We can construct the solution:

$$
\begin{equation*}
h(x, t)=\frac{\left(m_{1}-m_{2}\right) x}{\sqrt{2}}+\phi(t+x \sqrt{\tau}), \tag{14}
\end{equation*}
$$

where $\phi(t+x \sqrt{\tau})$ is arbitrary $C^{1}$ function.

## Examples

- For

$$
\begin{gather*}
\phi(t+x \sqrt{\tau})=\operatorname{Sin}(t+x \sqrt{\tau}) \\
u(x, t)=m_{2}-\frac{2\left(m_{2}+m_{3}\right)}{1+\operatorname{Exp}\left(-\sqrt{2}\left(m_{2}+m_{3}\right) x+\operatorname{Sin}(t+x \sqrt{\tau})\right)} \tag{15}
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u(x, t)=m_{2}-\frac{2\left(m_{2}+m_{3}\right)}{1+\operatorname{Exp}\left(-\sqrt{2}\left(m_{2}+m_{3}\right) x+\operatorname{Sin}(t+x \sqrt{\tau})\right)} \tag{15}
\end{gather*}
$$

- For

$$
\begin{gather*}
\phi(t+x \sqrt{\tau})=\log \left(\frac{1+\operatorname{Exp}(t+x \sqrt{\tau}) R}{1+\operatorname{Exp}(t+x \sqrt{\tau})}\right) \\
u(x, t)=\frac{m_{2} \operatorname{Exp}\left(\omega_{1}\right)\left[1+R \operatorname{Exp}\left(\omega_{2}\right)\right]}{1+\operatorname{Exp}\left(\omega_{1}\right)+\operatorname{Exp}\left(\omega_{2}\right)+R \operatorname{Exp}\left(\omega_{1}+\omega_{2}\right)}, \tag{16}
\end{gather*}
$$

where $\omega_{1}=-\frac{m_{2} x}{\sqrt{2}}, \quad \omega_{2}=t+x \sqrt{\tau}$

## Solutions
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